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Abstract.

We recall the simple statistical concept that non-Gaussian distribution

peakedness results from the compounding of random processes. This idea is applied to
observations and analysis of sca surface slopes as inferred using optical and microwave-
scattering measurements. Our study emphasizes the importance of identifying and
quantifying the distribution variance and kurtosis from observations. Data are shown to
indicate consistently non-Gaussian peakedness, to indicate the need to report at least two
parameters in an even order analysis, and to indicate near equivalence between radar and
optical data. Physical interpretation for observed infrequent steep slopes is given via
compounding statistical processes where normally distributed short-scale waves are
modulated because of random fluctuations mainly associated with the underlying long
wave field. Implications of non-Gaussian peakedness are provided for altimeter
backscatter theory and for modeling wave-breaking probability.
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1. Introduction

Ocean surface remote sensing studies often focus on signal
backscatter or emission linked to changes in the spectral den-
sity of gravity-capillary ocean wavelets. However, it is increas-
ingly apparent that a precise surface slope description for short
gravity and gravity-capillary waves is also a vital component in
the robust sea surface model needed to assimilate varied sat-
ellite and airborne remote sensing data sets. For the example
cases of the satellite radar altimeter and scatterometer the sea
surface slope probability distribution function (pdf) enters in
the direct prediction of the nadir incidence backscatter
strength and in the ensemble average implied in standard com-
posite surface scattering models [e.g., Valenzuela, 1978], re-
spectively.

In most previous studies that utilize a surface model to
address ocean remote sensing data, Gaussian statistics are as-
sumed to describe the surface slope. This first-order approxi-
mation is numerically attractive and requires only the variance
for a complete model. However, as new and differing satellite
sensors come on-line, the requirements for intercomparison

and cross validation necessitates physical models with higher

precision. The physical motivation to consider a non-Gaussian
slope description is well known. A random sea surface may be
represented approximately as the sum of independent compo-
nents. However, the phase between these different wave ele-
vation and/or slope components may locally exhibit correla-
tions due to local strong nonlinear interactions. This modifies
distribution Gaussianity. In particular, measurements indicate
Copyright 2000 by the American Geophysical Union.
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that the short wave amplitudes will vary over the phase of
longer waves, clearly demonstrating the need to go beyond a
second-order statistical description [e.g., Longuet-Higgins,
1963, 1982]. The capillary-gravity waves that primarily govern
the sea surface slope variance and microwave backscatter mea-
surements are superimposed on a continuum of longer waves.
These longer waves are also random and travel in various
directions. They may also affect the local wind speed near the
sea surface. Thus, even without invoking local wave breaking
enhancements and simply following linear modulation transfer
functions, the capillary-gravity height and slope variances must
be considered as random variables: the randomness will result
from the randomness of the modulating random variable, i.e.,
in this discussion, the long wave steepness. Proper treatment of
the ocean surface statistical description then requires the use
of an advanced stochastic development. As a first step, the
known and clearly observed wave nonstationarity in both time
and space can be formally introduced to generate higher-order
moments in surface slope statistics.

In several publications devoted to non-Gaussian slope sta-
tistical descriptions, cumulant expansions such as the Gram-
Charlier have been used to describe ocean slope distributions
[e.g., Cox and Munk, 1954; Shaw and Churnside, 1997). Under
such a statistical description the introduction of higher-order
correction terms can be difficult to interpret physically. In this
paper we develop an analytical surface slope model by adopt-
ing the theory of the surface as a compound process. This
framework can potentially encompass all sources of nonsta-
tionarity such as nonlinear long wave-short wave interactions
and/or wind input intermittencies. For such a model, deviation
from a Gaussian distribution is directly associated with the
strength of the scale variability. The concept of a compound
model is often used in a two-scale sense (o describe the influ-
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ence of larger-scale inhomogeneities modulating « dense, nor-
mally distributed population of smaller scales [e.g., Valenzuela,
1978]. This view seems to be applicable for the random sea
surface which visually exhibits groupiness and intermittent
characteristics,

This paper presents such a compound model concept. Next,
a reevaluation of the Cox and Munk optical measurements and
analysis is presented to relate their results to this new formu-
fation. This paper will focus not on the directionality of the
slope distribution but rather on its “peakedness” as found in
higher-order coefficients of Cox and Munk’s fitting procedure
and also in their overall pdf normalization based on a blanket
increase factor to account for unmeasured steep waves,

A primary finding will be that the known level of pdf depar-
ture from Gaussianity is not negligible in many cases and that
attempts to invert this information under a compound process
assumption may prove uselul. Discussion is provided to relate
the described pdf to modeled wave breaking. It is postulated
that the interactions between scales may provide a breaking
wave indicator and that closer examination of the slope
peakedness characteristics may lead to estimation of the prob-
ability of wave breaking.

Implications of the proposed analysis are then discussed
using the near-nadir backscatter measurements of airborne
and satellite altimeters to examine the quantitative impact of
slope model assumptions. The microwave altimeter is a focus
here because of the nearly direct link between slope measure-
ments and near-vertical backscatter under a specular point
scattering model. The nadir incidence satellite altimeter back-
scatter measurement will be inversely proportional to the value
of the slope variance; for recent near-nadir airborne radar
altimeter measurements it is the measure of the slope pdf
shape versus incidence angle that is important [Jackson et al.,
1992; Vandemark et al., 1997; Walsh et al., 1998]. Some discrep-
ancies in these reported observations are discussed within the
context of our non-Gaussian slope model and the notion of
compound surface processes.

2. A Compound Process Model for Surface Slope
For an isotropic sea the Gaussian slope pdf can be expressed as

Ps, 5,) = P(s) = ¢, (1)
’ T
where «a is the inverse of the total slope variance and s is the
modulus of the surface slope vector s with two perpendicular
slope components s, and s,. As defined, the pdf is omnidirec-
tional and has the following property:

P(s)ds.ds,= 2w | sP(s)ds=1. (2)

PN 0

A compound process statistical model is a known form used
to envelop larger-scale inhomogeneities in an overall statistical
description. For instance, one can think of the sea surface as a
collection of randomly distributed patches. The separation
scale chosen for such a description must still leave the small
patches with a surface area that encompasses a multitude of
wavelets. For instance, we can define a patch as having an
extent that is some fraction of the peak wavelength and the
extent will generally be of the order of meters. This surface will
encompass a dense population of gravity-capillary and short-
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scale waves. We can then suppose that within the patch scale
the sea surface slope pdf is locally Gaussian [e.g., Gotwols and
Thompson, 1994] but that the slope variance parameter varies
randomly from patch to patch. It is notl requisite that the
within-patch moments be strictly Gaussian, but there are no
known measurements of the higher even order moments of the
surface slope pdf that are associated solely with only a within-
the-patch dimension. Such a short-scale pdf assumption fol-
lows a long-standing scattering and surface description theory
where a modulation transfer function (MTF) is invoked to
describe the variability of the short-scale clevation spectral
density (implicit Gaussian assumption) within a given patch as
a function of the underlying long wave. The MTF studies [e.g.,
Plant, 1986] arc a deterministic parallel to the proposed sta-
tistical development, and they invoke the same assumption at
the short scale.

If an observation includes a sufficiently large number of
patches, the resulting slope pdf will then follow a compound
process according to the variability of the small-scale slope
variance. The resulting slope pdf is non-Gaussian and written as

P(s) = | P(sla)P(a) da. (3)
To illustrate such a development, we characterize the variabil-
ity of the nonhomogeneous wave slope field by considering the
following perturbation:

a = a,(l + 8), 4
where 8§ represents a zero mean random fluctuation modulat-
ing the inverse of the overall mean slope variance, given as «,,

for the remainder of this paper. As defined, (4) then represents
a perturbation of the surface smoothness. Next, one can write

I

P(s) P[s|(8)]P(5) d6

c\:U 232
=21 (L+ 8)e 0P (5) 48, (5)
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where P(§) is the pdf associated with the random fluctuation
8. An expansion up to second order in § then leads to

a{i .

1)(5) — L st (J A+ 8)
T
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|1 bt e | P(8) S, (6)

whence
C"(l — ‘\‘2 y a(zfs“l ) )
P(S):_;c o _J-I‘A T—a’,,s" +oee (7)

where A is defined to be the variance of the random fluctuation 6.

On comparison with the Gaussian definition (1) it is appar-
ent that the randomness in slope variance modifies the shape
of the resulting slope pdfl. Taking the logarithm of this com-
pound pdf and restricting the expansion to slope terms of the
fourth power leads to the following development:

In P(s) = | a“) S04 A) 4 S AP = A)
n P(s) =In p- o, (] ) 5 s4( ) .
(8)
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Evaluation of (8) at the lowest quadratic order indicates that
the compound process model will lead to a change in the shape
of the slope pdf near-zero slope. Here there will be an appar-
ent increase of the inverse slope variance parameter by a factor
(1 + A). The modified pdf will thus decrease more rapidly with
measured slopes than for a Gaussian pdf; that is, the resulting
compound pdf exhibits peakedness relative to a Gaussian dis-
tribution [e.g., Jackson et al., 1992]. The positive peakedness is
readily assoctated with the occurrence of an exceeding popu-
lation of shallow slopes.

The higher fourth-order correction on the slope pdf will
result in a slower than Gaussian decrease in population density
for larger values in slope. This indicates that the occurrence of
steep slope components is more probable in the compound
process model than in the linear Gaussian case. It must be
clear that the above expansion cannot be used for very steep
slopes and that an extrapolation beyond a certain limit would
be completely unrealistic. For extreme slope components,
higher-order terms must be considered in (6) and (8). As a
possible analytical illustrative solution, the fluctuations of the
inverse slope variance can be chosen to follow a Gamma pro-
cess with mean «, and variance aZ(1 -+ A), so that the
resulting compound slope pdf is

P(s) = <2 (1 + a,As?) 0o ©)
(1l

Taking the logarithm of this function and restricting the ex-
pansion to slope terms of the fourth power then gives: |

In P(s) = In <9_—> — a1+ A) S AS(L A+
(10)

As compared with (8), a modification is introduced in the
fourth-order term that comes from the omitted third-order
moment of & in (7). Indeed, the peak value of a Gamma
distribution does not coincide with the value of its mean. How-
ever, to leading linear order in the A parameter the develop-
ment remains consistent for both cases.

As presented, a compound process corresponds to the mix-
ture of two random processes. It must be noted that the spatial
and temporal correlations of the sea surface short wave slope
components are usually assumed and observed to drop very
rapidly with comparison to the longer gravity waves. The dis-
tinction in space and/or time of the slope wave field between
two different scales can thus in general be readily made for the
ocean surface. The physics of wave generation and interaction
is not the same for long and short waves. Before breaking,
short waves essentially grow under the direct energy input from
the wind and the indirect straining effect of the longer waves.
The lifetime for the short-scale waves that predominate inside
a patch may thus be considered to be very short. This lifetime
will certainly be much less than the necessary time of the
nonlinear interactions among the short waves themselves,
within a patch, that would lead to a permanent form such as a
Stokes pattern. As already mentioned above, the smallest
“large” scale corresponding to the introduction of the & fluc-
tuations can then be related to a fraction of the average wave-
length and/or the period of the dominant surface waves. Other
larger-scale sources of variability could also be included cor-
responding to scales representing mean wind gust spatial and
temporal extent and/or dominant wave group length and du-
ration. However, the choice of the exact form of the pdf for the
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fuctuations (1 -+ 8) is beyond the scope of this paper. Rather
we wish to emphasize the compound process concept. Never-
theless, since the slope variance is a positive variable, the
fluctuations must remain positive such as in the case of Ray-
leigh or Gamma random processes.

3. Cox and Munk Analysis

To date, and as systematically referenced when modeling the
sea surface slope statistics, results derived from the glitter
pattern of reflected sunlight photographed by Cox and Munk
in 1951 remain the most reliable direct measurements of wind-
dependent slope statistics. However, careful examination of
their well-documented report [Cox and Munk, 1956] clearly
shows that the statistical parameters presented by Cox and
Munk are not directly computed from a measured slope pdf.
Instead, they are inferred from the results of a fitting proce-
dure and followed by a normalizing adjustment to compensate
for what the Cox and Munk called the “incomplete” slope
variances. Indeed, a lack of normalization for the probability
distribution limited that study, leading the authors to consider
only the best possible characterization of the shape (or falloff)
of the logarithm of an unnormalized probability function as a
function of wind speed. Documented measurement limitations
dictated that the fitting procedure be limited to the smallest
slopes (up to ~2.5 times the rms). Consequently, Cox and
Munk could not directly provide the total slope variance but an
estimate based on the shape analysis of the log of a truncated
unnormalized slope pdf. As will be seen in section 5, their
inferred measurement is directly analogous to near-nadir air-
borne altimeter backscatter measurements. Using a Gram-
Charlier expansion to fourth order, their modeled fit was writ-
ten as follows [Cox and Munk, 1956, equation (7.2-1)]

InP(s) =a,—als’+ a’s*+s(a, — a's?) cos (¢')
+ 8% a, + ats?) cos (2¢') + ass® cos (3d7)
+ a5t cos (4¢"),

(11)

where ¢' is the azimuthal angle according to principal axis and
the coefficient a is defined as

1
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(12

B l ¢ 6
R T R P

where o, and o, are the rms slope components along the
principal axes and ¢,; are the expansion coefficients related to
the cumulants of the slope distribution,

Distribution skewness to first order vanishes when consider-
ing the omnidirectional isotropic case where o, = o, (see the
appendix for a two-dimensional development). Equation (11)
then reduces to

In P(s) =a,— als®+ a"s",

(13)

Equation (13) is obviously congruent with the compound pro-
cess development given as (8) or (10). By identification, it
follows that for both cases

(l:) = a”(l -I_ A)' (14)
Thus when applied to the logarithm of a pdf, both the Gram-
Charlier expansion of Cox and Munk and our compound
model can lead to an estimate of the mean square slope
(mss, = 1/a,) that is based on an estimate of the lowest-order
fit parameter modified by a higher-order correction such that
I 1+4+A

mss, = — = ——

a(l a 0

(15)

In this case, a/, is used to remain consistent with Cox and
Munk’s nomenclature.

The correction coefficient (1 + A) in (15) is equivalent to
Cox and Munk’s noted constant adjustment factor to arrive at
their often cited total mean square slope model. Their correc-
tion term multiplies their inference of an “incomplete” slope
variance 1/a, to account for infrequent and unmeasured steep
slopes [see Cox and Munk, 1956, sections 7.3 and 9]. Following
a compound process interpretation, the correction becomes a
measure of the overall randomness of the surface slope wave
field. For this model, steep slopes will be locally associated with
an enhanced variance parameter, i.c., small « values. However,
as expected for a random ocean surface, large slope compo-
nents will likely be followed by smaller slopes, i.e., large «
values. Thus high roughness areas correspond to calm areas.
This is statistically characterized by the fluctuation-normalized
variance A in the compound model.

For Cox and Munk the proposed correction factor is deemed
independent of wind speed and is nearly identical for the
principal wind direction axes. The factor does not vary much
with the change between clean and slick (attenuated small-
scale waves) surface conditions. Their analysis derives a value
of ~1.23 (A = 0.23) that is valid for their whole clean surface
data set and 1.20 for the case of measurements over a slick
surface. Note that if one chose a Rayleigh distribution to
describe the random fluctuations, A is a constant equal to
(4fm — 1) = 0.27.

Conclusions from this examination are summarized as fol-
lows. First, when inferring parameters from a fit to the log of
the pdf, it is clear that the most direct of comparison to the Cox
and Munk results is through their fit parameters [e.g., Shaw
and Chumside, 1997] and not their reported total slope vari-
ance model. Second, the proposed correction to account for
steep waves (or pdf peakedness) is nearly 25%. This is a sub-
stantial correction to a Gaussian assumption and not without
its skeptics [e.g., Wentz, 1976]. While Cox and Munk suggest
that the correction is a constant (i.e., independent of wind
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speed, sea state, ete.), theiv inability actually to measure the
steep slopes would suggest that alternate measurements to
clarify variability and magnitude would be beneficial. Finally,
although this correction factor is of crucial importance for
precise inference of the mean variance mss,, the foremost
physically relevant result is perhaps not the correction’s value
but the simple fact that its existence indicates multiple scales of
variability over a surface slope wave field.

4. Wave-Breaking Statistics Under
a Compound Process

An attractive feature of the compound model is that it leads
to a fairly simple mathematical expansion describing complex
statistical processes at the surface. The following discussion
uses this aspect to address a possible relationship between the
compound slope pdf and wave breaking statistics.

Following Gaussian statistical assumptions, Srokosz [1986]
used the extension of earlier statistical models for the distri-
bution of maxima of a random surface [Cartwright and
Longuet-Higgins, 1956} to derive a wave-breaking probability
density P, based upon the likelihood that slopes at the wave
crests exceed a given critical slope value:

Py = e~ (16)
where « is the inverse slope variance and v is the threshold
criterion associated with the critical slope. Conceptually, this
value is related to the ratio between the downward accelera-
tion and the restoring acceleration (including gravitational and
surface tension effects).

Following a compound process approach, it is possible to
extend this breaking probability model to a random nonsta-
tionary wave field. As for the sea surface slope pdf develop-
ment, we consider that a Gaussian assumption may locally
apply, with random fluctuations characterized by a,(1 + 8),
so that the resulting compound-breaking probability becomes

aral L D (V)
pb:e%l/-h'n“’:l_*_é_( 5 ) +...J’

where we only considered an expansion up to second order in
& with variance A.

Thus, at this lowest order a correction term is again simply
introduced to integrate some nonhomogeneous characteristics
of the surface wave field. This indicates that the correction
term is first characterized by the variance A of the inverse slope
parameter fluctuations. As obtained, the breaking probability
increases when the randomness of the wave field is included.
The ratio between breaking probability models, compound and
linear, will also decrease toward unity with wind speed since «,
decreases with wind speed. As should be expected, a Gaussian
model should hold for the highest wind speeds. For complete-
ness the breaking probability can be derived for the case of
random Gamma-distributed fluctuations. As for the pdf, an
analytical solution can be found:

CV(,A ,Y2> ~1/A

(17)

(18)

P,,=<1+ 5

Using the results derived from Cox and Munk’s reported fit
coefficients, the compound breaking probability obtained for a
threshold value y = tan 22° = 0.4 is given in Figure 1. Accord-
ing to our reinterpretation of Cox and Munk’s [1956] results
the density of short steep wavelets grows more rapidly at lower

~
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wind speed than it does for & Gaussian prediction. The Gauss-
ian model (squares) is always lower than the compound model
(stars). Moreover, the compound breaking seems to occur
sooner than that of the Gaussian. Both models, however, con-
verge at high wind speeds. For indication the breaking density
for the compound model is almost quadratic in wind speed.

5.  Application to Altimeter Ocean
Backscatter Models

The most common model of microwave backscatter from
ocean surfaces at normal and near-nadir incidences is the spec-
ular point model [Brown, 1978]. Thus, in their physical and
practical applications, altimeter techniques rely heavily on the
definition of the slope pdt and its change versus wind speed or
friction velocity.

5.1, Inferving PDF Shape With Airborne
Near-Nadir Measurements

As thoroughly described by Walsh et al. [1998], one aircraflt
technique for determining a radar-inferred mean square slope
parameter is to use the relative variation of the backscatter
power measured with respect to incidence angle [see also Jack-
son et al., 1992; Vandemark et al., 1994]. Indeed, assuming that
a specular point model may be applicable to describing the
radar sea surface scaftering mechanism out to an incidence
angle of about 6 = 12°, the decrease in the radar backscatter
coefficient o,(0) with angle for an isotropic surface would be
proportional to the slope pdf, such as

(@) = sect P(tan 8). (19)

After correction for the cos® § dependence this type of near-
nadir measurement should be analogous to optically derived
results of Cox and Munfk [1956]. Results to date from such
systems have made use of only the simple parabolic approxi-
mation leading to a simple parameter estimation, the so-called
fit or shape mean square slope parameter [e.g., Jackson et al.,
1992]. This parameter is regarded, under assumed Gaussianity,
as a radar inference of the total mean square slope with any
difference between the reported total value of Cox and Munk
attributed to a radar’s implicit low-pass filtering of short-scale
slopes. Ku band and Ka band radar-derived mean square slope
estimates appear to agree fairly well with optical prediction in
their overall increase with wind speed, but differences do ap-
pear such as radar mean square slope nonlinearity over the
complete wind speed range and an absolute overall difference
between reported values, the radar being significantly lower.

As already anticipated by Jackson et al. [1992] with a sug-
gested 6% increase for surface peakedness, it is clear from the
slope pdf developments presented in sections 2 and 3 that a
parabolic approximation may not be sufficient to retrieve a
precise estimate of the slope variance. Following the formula-
tion given by (8), a more general approximation of the quasi-
specular radar backscatter becomes

In[e°(0) - cos® 0] = const — a,(1 + A) tan* 0

| A L-A
R e tan- 0 |. (20)

In past radar studies the incidence angle fit window has been
taken to be wind independent and set between 0 < tan 0 =<
tan 0, Asseen above, the parabolic approximation term now
depends upon the values of both A and «, tan® @ over the
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Figure 1. Wave-breaking probability as inferred from re-
ported fit coefficients by Cox and Munlk [1954] when imposing
a threshold value y = tan 22° = 0.4. The Gaussian model
(squares) is always lower than the compound model (stars).
The dashed curve is a parabolic fit to the compound breaking
model (5.5 107* U3,). Some squares of the Gaussian model
fall bellow the minimum line at 10™* and therefore do not
appear on the plot.

range of incidence angles used to define the fit window. Taking
A as approximately constant, the goodness of the fit will still be
wind dependent since «, is wind dependent. As the wind speed
increases, «, is expected to decrease so that the quadratic
correction term may be neglected within the fit window. In this
special case (near-zero slope) the modeled slope distribution
peakedness will result in a correction to the “total” radar mean
square slope under a Gaussian assumption of 1/(1 + A). In
effect past data sets may have been underestimating the radar-
inferred mean square slope.

Under light wind conditions, «, becomes quite large, and
the quadratic correction may not be totally neglected over the
fit window. For such cases a parabolic fit will lead to estimates
of radar shape mean square slope parameters closer to the
total mean square slope parameters. As perfectly illustrated by
Walsh et al. [1998, Figure 12], the shape parameter will then be
highly dependent upon the incidence angle limit 0., taken for
the fit window. We also point out that the parabolic fit coeffi-
cient in (20) will decrease as the «, tan? @ correction term
becomes predominant. As is also shown by Walsh er al. [1998]
and already discussed, the higher the slope variance (increas-
ing wind speed), the less sensitive the measurement technique
using a parabolic approximation for the slope pdf.

Under (20), comparisons between near-nadir radar esti-
mates and Cox and Munk’s reported parameters should be
more straightforward. For intermediate to high wind speeds
the analysis suggests that it is more judicious to compare Cox
and Munk’s optical measurements and radar results only in
terms of their parabolic approximation parameters a,.

Figure 2 presents the different shape-based second-order
regression estimates as reported by Cox and Munk [1956] and
Jackson et al. [1992] for a Ku band radar instrument and Walsh
et al. [1998] for a Ka band radar instrument. As shown, an
overall close agreement is found between optical- and radar-
inferred parameters. This suggests that a Ku band instrument
(~2 cm wavelength) and, moreover, a Ka band instrument (0.8
cm wavelength) almost entirely probe the total sea surface
roughness. The comparison shows that the shape parameter at
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Figure 2. Second-order regressions of the shape-based pa-

rameter as reported by Cox and Munk [1956] (stars), Jackson et

al. [1992] (squares), and Walsh et al. [199§] (diamonds) for

optical, Ku band, and Ka band, respectively. All sources are in

near agreement for winds ranging from 5 to 11 ms™".

14 Ghz (Ku band) is only departing from the optical Cox and
Munk’s reported parameter for the highest wind speed condi-
tions, U,, = 10 m s™', We suggest that future effort be made
to validate radar inference of the Cox and Munk adjustment
for the incomplete variance by a full evaluation using (20).
5.2. Effect at Normal Incidence

The application of these concepts to the satellite altimeter
(e.g., Geosat or TOPEX) comes for the case of a viewing
geometry extremely near the vertical, perhaps no more than
0.1°-0.2° from nadir incidence. Again, following the specular
point theory for altimeter backscatter, we simply have at nadir

o°(0°) = wR*P(0), (21)

with R? denoting the Fresnel power reflection coefficient for a
flat sea surface. If the definition of the slope pdf is given by the
compound model expansion, we then have

a(0%) = a,R%. (22)

As shown earlier, the wind speed—dependent «,, parameter is
not correctly retrieved from a single-parameter second-order
shape analysis. However, in the range of moderate to high wind
speed the inverse slope variance may well be approximated
using the shape-based parabolic regression estimate and an
adjustment factor (1 + A), leading to

0 4 [’(I’Rz
o0 =R

= ﬂ:,Ri“, (23)
where we introduce an effective Fresnel coeflicient, R g, as is
common practice when comparing airborne and satellite-borne
altimeter data. In past studies [e.g., Masuko et al., 1986; Jack-
son et al., 1992; Wi, 1994] this factor is a catch-all adjustment
(typically a constant) to carry various possible uncertainties.
These uncertainties have included calibration problems, pos-
sible errors in Fresnel coefficient values, and varied definitions
of radar scattering or surface description assumptions. As is
obvious from (23), we suggest that it may actually be domi-
nated by a peakedness correction. The nominal Fresnel power
coefficient for seawater is R* == 0.6 at Ku band. The total
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expected variation is ~0.3 dbar for extreme variations in water
temperature and salinity. 10 we assume that optical estimates
apply to Ku band altimeter data, the measurements reported
by Cox and Munk could lead to much greater changes with a
proportionality constant ranging from 1 to 0.6 to give an ef-
fective Fresnel coetficient between 0.6 and 0.36. For the aver-
age constant correction adopted by Cox and Munk, A = 0.25,
the nadir correction is 0.8 to give an effective Fresnel cocffi-
cient of 0.48. At the present time the best estimate of the
effective Fresnel coefficient for a Ku-band system comes from
the absolutely calibrated TOPEX radar cross scction data [Ar-
chiving, Validation and Interpretation of Satellite Oceanographic
Data (AVISO), 1992; Benada, 1997]. This system has a docu-
mented signal difference of .85 dB above the Geosat altimeter
[Callahan et al., 1994]. Combining results of Jackson et al.
[1992] with this information leads to a present estimate of 0.45
for the effective Fresnel coefficient at Ku band and wind
speeds between 7 and 14 m s~ Following this development it
secems that most of the discrepancy between the nominal and
effective Fresnel coefficient is explained by considering the
peakedness correction based on Cox and Munk’s incomplete
variance adjustment.

6. Summary and Conclusion

The shape of the ocean slope pdf will exhibit peakedness
relative to a Gaussian distribution by introducing randomness
in the surface slope variance to characterize nonstationarities
in the surface wave field. This indicates that the occurrence of
small and steep slopes is more probable than under a Gaussian
assumption. Such a development is congruent with the analysis
used by Cox and Munk to interpret the statistics of measured
sunlight glitter patterns. In particular, the slope variance pa-
rameters provided by Cox and Munk and commonly used in
the literature were not directly measured from the optical data
but inferred from the results of a fitting procedure followed by
a “blanket increase” to take into account the lack of informa-
tion concerning very infrequent, very large slopes. From our
proposed analysis the necessary adjustment is directly related
to the variance parameter associated with the overall variabil-
ity of the surface slope wave field. Wave-breaking statistics
have also been predicted on the basis of this compound process
model. In such a case the breaking probability can also be
derived from the probability that the slope crosses a given level
at the wave crests. On the basis of Cox and Munk’s analysis and
results, it is then found that for a given threshold criterion the
short-scale breaking probability under a compound process
assumption will be increased.

On the basis of the assumption that the specular point model
is applicable to describe near-nadir Ku band and Ka band
radar sea surface backscatter measurements we further showed
that an unmodeled slope distribution peakedness will usually
lead to an underestimation of the total radar-inferred mean
square slope. The goodness of the simplified parabolic approx-
imation over a fixed fit window will then be wind dependent
based on the slope variance values. As the wind speed in-
creases, the parabolic approximation may be sufficient to lead
to a correction similar to the one used by Cox and Munk to
compare the incomplete variance (shape mean square slope)
with the total variance. By comparing both the optical and the
radar shape mean square slopes we further found that radar
estimates are on average only 15% below optical results for
moderate to high wind speed conditions. Moreover, the
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yeakedness correction has also been shown (o help to explain
most of the necessary adjustment needed to compare airborne

the correction value introduced by Cox and Munk the effective
Fresnel cocfficient at Ku band may be lowered to ~0.48. This
ompares well to those effective Fresnel coefficients predicted
from the TOPEX altimeter [see Jackson et al., 1992],

_ Toconclude, it appears that if we are to gain information on
he statistical description of the sea surface geomelry, we can
ertainly rely on high-frequency radar measurements at near-
adir incidence angles but with an improved fit procedure as
gggested by Cox and Munk to include the fourth-order cor-
ection. Further, it seems to be of particular interest to refine
nalysis and measurement techniques used to resolve peaked-
ess and its association with an overall variability of the wave
eld caused by environmental conditions (wind speed, stability,
vell, current, etc.). Results of such investigations should di-
cetly improve the physical interpretation of nadir and off-
adir remote sensing measurements. In addition, these data
nd concepts are applicable to the determination of wave-
aking statistics and may provide a better quantification of
s transfer processes at the sea surface.

ppendix: Directional Aspect
The local Gaussian pdf is defined as
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sdefined for the omnidirectional case, the compound procéss
introduced by considering some random fuctuations for
oth'a? and « around their mean values o, and «, respec-
y. Following this development, the normalized variances of
he fluctuations in upwind and cross-wind directions are equal
A. Following such an assumption, the resulting expansion of
he logarithm of the compound pdf is given by
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and satellite-borne altimeter measurements. On the basis of
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After direet identification with Cox and Munk's modeled fit
(11 we determine the ratio between upwind and cross-wind

local slope variances as

(AS)

It must be noted that it is also possible to determine this ratio
from
4a3ah

o~

........ (A())
which is only associated with fourth-order slope terms in the
expansion. Cox. and Munk found the a5 coeflicients to be
mostly negative. This result indicates that B < 1 as expected
but also that the slope pdf exhibits peakedness in both upwind
and cross-wind directions.

Following the Gaussian assumption on a local patch, the
relationship for the mean slope variance is

| I 1
mss, = — = —5 + —5,
o

(AT)

o ox oy

leacding to the direct evaluation from Cox and Munk’s a,
reported fit coefficients

(1+ B+ A)
4Ba,

mss, =

(AS)

To determine 4, the following relationship can be used:

Al — A)_ 4(1 + Bla’
(1+ A (3+ Ryal’’

(A9)

As developed, the introduction of directionality, i.e., 8 < 1, will
impact the value of A as compared to the omnidirectional case.
The correction (1 + A) will be slightly lowered by the factor
(1 + B)*(4B). Keeping Cox and Munk’s reported fit parame-
ters that satisfy ¢” # 0 and a, > 0, the ratio between
cross-wind and upwind slope variances is almost constant over
the wind speed range with a mean value 3 = 0.65. With this
value the correction (1 + A) is approximately lowered by 0.95
as compared to the isotropic case.
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