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1 Executive summary

As a result of a strong demand from the Europeanr@ission during the 2009 review of
the ESONET project concerning an insufficient asdesonline data, a call for tests on
cabled sites was issued in April 2009. Its titleswhltegrated organisation of tests and
observatory methodologies on cabled ESONET obsamwvaites”. The call was focused
on long-term deployment in deep sea water and teghissues, thus, science was not the
main objective. Indeed, main objectives had tovalto launch a web portal with real-
time web interface from online observatories anldvwaltoshow to all users (as the
ESONET community, public, industry and politiciariegoming data and underwater
activities of internet operated vehicles and serROVs. This also had to allow enabling
the ESONET partners as well as the general publactively participate in the ESONET
researches (as an access to real-time data inglgtieaming video and even access to
some interactive experiments). Moreover, for thisasion, scientists and engineers had
to test, in real conditions, power-hungry sensorduiture ESONET observatories.

The ESONET coordination Team received, in May 20@ifie proposals from seven
institutes for five sites, from which, three are@®¥ET sites, (for more information, see
the Deliverable D58 “ Report on selected test arpemts on cabled sites). After
evaluations of proposals, it was decided to metgedpreviously received proposals to
integrate a maximum of proposed tests in a cohewaygt After discussion in between
partners and the Steering committee, four tes$ siere retained:

- ANTARES in deep water near Toulon, coordinatedyninique Lefévre

- East Sicily (SN1) near Catania, coordinated byr@o Riccobene

- OBSEA near Barcelona (Vilanova) in shallow watsordinated by Joaquim

Del Rio
- Koljo Fjord in shallow water near Goteborg, caneded by Per Hall

ESONET Test experiments were officially grantedApril 2010 (See Statement of
Decision of the Virtual Steering Committee MeetioigApril 2010) with a maximum
funds of 620 000 €, with a starting of the relaaetlvities in July 2010.

Although it was started quite late in the projéice Test Experiment has been able to
prove the high potential of European teams to dparabled observatories. The Tests
benefited of infrastructure building budgets outsEEONET on ANTARES, SN-1,
Koljofjord and OBSEA sites. The experiments perfediy ESONET have shown the
advances made in sensor interfaces, data managesubséa intervention and sensor
qualification. It is an achievement of the 4 yeaosk in ESONET for all the tasks of
WP?2 (especially sensor interfaces, subsea inteoreahd sharing testing facilities),
WP3 (generic instrumentation and specific instrutaigon) and application of the latest
results of WP9 such as sensor registry. The phimapdata available in real time from
the subsea is now applied on the 4 cabled sites not planned to stop these operations.
The “test experiments” end up as pre-operationsénkatory functioning, representative
of a long lasting EMSO infrastructure at Antared &lEMO-SN1 sites. (Note that it is a
complement to the dataflow coming from stand alologervatories deployed by
ESONET on other sites such as MOMAR-D, MODOO antlgde sites).



The main deviations came from ROV unavailabiliyB&EA, SN-1, Koljofjord) and
delays of providers. The thick ice coverage of efirf010-2011 in Koljofjord was quite
unexpected.

The reaction of the teams to these deviations Waseat.

At the end of ESONET (February 2011), all the ekpents are not finished. They will
use non ESONET budgets to operate the final seatipes on SN-1 and Koljofjord
especially.



2 Introduction

This deliverable has for main objectives to repdirbperations carried out at the four test
sites. Activity repored on each site was coordihaed carried out by each site operator
and focused on the following features:

* Equipment preparation, tests on land and deployme
actions and procedures carried out to prepare qogment, its tests on land and its
deployment at sea.

* Sensor and measuring system calibrations andfipadilon:
facilities used and procedures carried out to catiébthe sensors and measuring systems.

* Return of experience of operations at sea arehrentions by ROV

- procedures followed in ROV operations eitherdquipment deployment, monitoring or
maintenance

- comparison of procedures with different ROV ardifferent sites

* Data management preparation:
data management procedures ments.

* Return of experience of equipment operation

- return of experience on equipment operation afhbiour

- comparison of similar equipment on different siteill be dealt with. Yincluding any
problems (corrosion, biofouling, equipment problems occurred during the
experiments.

* Quality and inter-comparison of recorded data

-the recorded data series and their analysis dve gtudied including comparison of data
acquired with different sensor models or identeglipment on different sites

* Standardization procedures

Standardization procedures put in place during ex@ats are detailed

* Furthermore, this report gives emphasis on effeatealized operations compared with
previously planned operations. Thus, deviatirosn planned operations are explained
and discussed.

* Moreover, a section is dedicated to test expeminwntributions_on public outreach
and trainingactivities.



3 ANTARES test experiments
3.1 Previously planned test experiments

3.1.1 Objectives of the ANTARES test experiments
The aim of this test experiment was to develop atoreomous instrumented line to
provide real-time high-frequency time series of ariety of hydrological and
biogeochemical variables. This line must have begmpped with standard sensors as
well as a number of new innovative sensors. Thegptravas based on implementing an
acoustic data transmission between the autonomaoesand the ANTARES cabled
infrastructure.
The ANTARES site is located in the Mediterraneaa 8t 42°48'N-6°10'E at a water
depth of 2500 m (see Deliverable D58).

A short work plan was defined for each leader fngtin involved in the ANTARES test
experiment:

Leader Institution Work plan: short description of tasks by partners involved
IFREMER will provide a secondary junction box (SJBh) ANTARES, allowing
IFREMER deployment of scientific instrumentation. The ALBRDSS system will be connected|to
these SJB. IFREMER is in charge of deployment dmerausing ROV VICTOR.
Deployment operations are foreseen in October/Ndezr2010.
CNRS CNRS is providing instrumentation, especially theBATROSS line. Access to data
collected in real time
INGV INGV is providing a Gamma Energy Marine Speateter (GEMS)
The ROV COUGAR from INFN will be used to deploy tH8EMS and for|
INFN . -
interoperability test on the SJB
3.1.2 Detail of initially planned costs and graltw@ation for the ANTARES
site
Personnel | Equipment Uiz . Other | Subcontracting | Indirect costs | Total costs EsTgtl\ilIIET
Partners (€) (€) Accommodatior (€) (€) (€) (€) contribution
(O] ©
IFREMER 29 00( 0 0] 186 00( 0 13330(] 348 30( 0
CNRS 791 16( 338 50( 600(| 250C 0 227 43.] 136559 139 00(
INGV 13 60( 147 00 18 00(| 9 00C 0 3752(] 22512 0
INFN 4 00( 0 800(| 91 00( 0 20 60( 123 60! 81 00(
TOTAL 837 760 485 500 32000 | 288500 0 418852 | 2062612 220000

3.2 First results of the ANTARES test experiment

3.2.1 Equipment preparation, tests on land andogiem@nt

o Activities carried by the CNRS and Ifremer teams
For this test experiment, the observatory is coragas a seafloor module, namely the
MIl (Instrumented Interface Module) and an instrumeel moored line. The MIl was



designed to be connected to the main Antares imfictsre via a Secondary Junction
Box (SJB); and the moored line was designed to conicate with the MIl via an
acoustic modem for a real time data transmissidhaamain cable infrastructure.

Several types of scientific instrumentation incldde the MIl were connected to the SJB
and the infrastructure within the test TEXREX ceyjisn which Esonet NoE was
associated. They are listed hereafter. A key isduechnical activities associated with
this test experiment is to validate the conceptaofleep-sea module hosting multi-
instrumentation for real time data transmissiotipcation procedures of oceanographic
probes as well as deployment and underwater iméore procedures and then data
transmission from an autonomous line to the MiIl.

MII instrumentation list

Conductivity, temperature,

CTD Seabird SMP37P
pressure
Oxygen optode Aanderaa 3830 D'SSOI\.’ed oxygen
concentration, temperature
ADCP Nortek Aquadopp sea curr_ent \_/elocny and
direction
Institut de Physique
Camera Nucléaire de Lyon Prototype Bioluminescence Images
CNRS/IN2P3 BIOCAM g
Université de Lyon
Turbidimeter Wetlab ECO Scatering Turbidity
meter
Pressure Paroscientific Pressure sensor Absolegsyre

In the building of the project the DT INSU was itwed in several steps:
» Electronic design for power distribution, monitayiof embedded systems and
interfaces with oceanographic instruments
* Mechanical design for the seabed structure, mechblimkages with
instrumentation and the conception of electronigditny
» Study of the Link between BJS and seabed module
» Study for data transmission:
-Ethernet between the shore and the Instrumenteddaoe Module (Mil)
-Acoustic between the MIl and the line instrumented
-Inductive in the instrumented line
* Manufacturing and subcontracting for mechanical @edtronical parts
* Software development for embedded systems andatiactaking at the shore

station

Qualification test of interlink cable and electrotibe (hyperbaric test in Brest)
took 3 working days.
Integration, test and deployment of Ml



D ’: *‘!;,; LT~ o/ ’

Figure 3.1: Selection of pictures exhibit differ@htases of the integration and test made
in close collaboration between IFREMLER and DT IN8UWoto copyright (C. Gojgk

The MII module was deployed at sea during the jJOIREXREX” cruise on the
“Pourquoi Pas?” R/V in October 2010 just after seeondary junction box was deployed
and connected to the ANTARES primary junction box.

During the same operation three initial instrumgatapackages were connected to the
BJS: an Interface Instrumentation Module (MIl); @wn generation seismometer
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GURALP and a first phase of Deep Sea Net projétiages of these deployed elements
are shown in figures 3.1 & 3.2. The development @moloyment of the SJB are mainly

funded on other projects, whereas the MII prepamnaéind deployment are fully part of

ESONET project.

-

ismomeétre Copyright IFREMER

Figure 3.2 Deployed system on the Antares sitethei@econdary junction Box which is
connected to the primary junction box.

The standard user interface, the “Module Interfdostrumentation” (Mll), was
developed by the Technical Division of INSU/CNRSIAMMGEM. This module allows
users several communication protocols and the redactpower required to connect
scientific instruments. Two types of port are aafalié, either a serial link RS232 or
Ethernet link 10/100 Mbps on copper. For these tymes of interconnection, the
available voltage is 48 V. The power availabledach connector depends on the power
allocated to the MII by the SJB. The integrationacsystem of data transmission via an
acoustic modem is planned for a future versionhef Mil. This type of transmission
allows the installation of autonomous mooring linegh low data rates, for short time
periods and provide the benefit of real-time cotioes without the cost of submarine
operations. The electronic system is embedded engidontainer attached to a frame
structure. This structure hosts the wet matealimectors for ROV operation as well as
a release system.

Unfortunately, it hasn't been possible to depleydhoustic modem and the instrumented
line. That was due to the unavailability of somenafacturer's equipments (inductive

and acoustic modems) and a lack of time for intemnaand tests. At the present time, all
the equipments are bought and delivered. The dacaustdule and the instrumented line
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are being constructed and they will be deploye20ibl. The delay is related to the late
start of the project (May 2010).

ESONET NoE is also a working frame for new innowatiechnology development, and
was an opportunity for colleagues from IN2P3 (Lyord Marseille) to take advantages
of the MII structure to deploy a new video camenalfioluminescence detection. This
camera is a derivative from the LUSIPHER cameral((P

This project included conception and realisatiothefcamera and embedded software
between April and September with test realizeddpt&mber 2010.

* Sensor ebCMOS built by IPNL

» Acquisition with FPGA 1 Gbits/s Ethernet (IPNL)

* PC light for data acquisition and data treatmeritigger on bioluminescent
event (INPL)

» Camera control and DAQ (IPNL & CPPM)

* Marinisation (CPPM )

* Power supply (IPNL)

» Conception and development (IPNL )

» Camera bench tests (IPNL)

Biocamera : Prototype Design BioCamera
Figure 3.3 Biocamera Design

Internal temperature: 13°C

Runnin: 24h/24h

Trigger, after signal reconstruction from electrom42 photons
Frame rate 75 i/s

Bioluminescence event : 0.5 evt/jour

Data analysis :
* bioluminescent object size
» time-series of photons number
» correlation with other environmental variables

The deployment of the acoustic modem and induatisgumented mooring line is
foreseen for first semester 2011.
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Figure 3.4: example of acquired data

o Activities carried by INEN and INGV mainly
Part of the operation scheduled in the ANTARES @tep-sea connection tests with the
PEGASO ROV at 2500m depth in the Toulon site) wased to the Capo Passero site
(South East Sicily, latitude 36°25.010 N, longitu@ies°53.660 E, depth 3470 m) in the
aim testing deployment, connection and operatiocanbANTARES Mini-Line at 3500 m
depth. The ANTARES Mini-Line consists of a sequerafe3 ANTARES storeys
equipped with a total of 6 optical modules (2 pachestorey) capable to record faint light
signals, mainly originated b$’K decay and bioluminescence bursts. The line ie als
equipped with oceanographic sensors to measurer \paiesical properties. Together
with proving the first test of the PEGASO ROV (dow, section NEMO-SN1) at 3500
m water depth, the goals of the operation are &sh:mechanical, optical and electronic
instrumentation developed for the ANTARES deteca3500 m depth and 100 km off-
shore; biological and oceanographic monitoringhef €Capo Passero site; test of the novel
technology for 100 kV power transmission over 100 déectrical cable with sea return,
available at the Capo Passero INFN infrastructdiee ANTARES Mini-Line was
integrated and tested at the INFN shore Laboraddrthe Port of Catania, under the
supervision of INFN and CNRS. Thus, it was embaebloard with the PEGASO ROV
for the deployment and connection operation (Figud.
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Figure 3.5. Left The ANTARES Mirliine integrated in the INFN premise located in:
the Catania harbour. RightThe ANTARES Miriine on board the truck, going to
embarked on the Cable Ship Certamen.

Schedule of the sea campaigtarted on December 15, 2010: Mobilisation (1 day)
transfer and ROV dive test (1 day), deploymenthef ANTARES Mini-Line (12 hours),
ROV dive for connection (12 hours), transfer anchdkilisation (1 day).

Participants of the sea campaigvere: INFN- M. Musumeci (Mission Chief), G.
Cacopardo, M. Imbesi; CNRS —A. Cosquer, F. Gall@WRCrew -2 persons; Winch
Control Crew- 2 persons.

The Cable Ship Certamen (Elettra Tlc) was usedeufdFN request as partner of the
MECMA consortium. The C/S Certamen offers DGPS-@eay and enough deck space
to host: the PEGASO ROV and its control contaitiee, 4700-m electro-optical winch
and the underwater stations to be deployed (Figue

Figur 3.6. The PEGASO ROV (Left) and the ANTARES-INhe onboard C/
Certamen for the deployment and connection testeaCapo Passero site.

Actual agenda of the cruisseveral days of adverse weather conditions (stwand >30
knot and rough sea state) at the site preventperiorm deployment of the ANTARES
Mini-Line and ROV operations for safety reasonse Ba operation was stopped on Dec
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17 and the instrumentation was disembarked andghtoback to the Catania shore
laboratory. Another naval campaign for tentativpldgment and connection of the Mini-
Line was foreseen in February 2011. Due to PEGASLY Rnis-functioning and time
delay in availability of the MECMA ship, the opdmt could not be carried out within
the end of the project.

3.2.2 Sensor and measuring system calibrationsjaalification

Microcat was calibrated in Seabird factory. Priovaf deployment, the CTD 911 +
(yearly calibrated) was deployed on a CTD rosétt80 minutes standby procedure was
used to compare both signal between the CTD semsbthe SMP CT sensor, allowing
the sampling of enough simultaneous measurementsaoring configuration (cf
procedure J. Karstensen, EC Animate project).

The Turbidimeter was calibrated at IFREMER priondiag the sensor to be integrated
on the MIl. No further checks were made locally.wiil be done on the next Ml
recovery.

Optode 3830 was calibrated at one temperature adiffe8ent oxygen concentrations
using Winkler chemical titration.

300

200 - y=1.0912x + 16.254
R*>=0.9996

150

100 -

02 uM (Optode 3830 - 1100)

0 50 100 150 200 250 300

02 uM (Winkler)

Figure 3.7: Optode calibration for O2

3.2.3 Return of experience of operations at sedardgads/entions by ROV

The deployment was done by VICTOR 6000 ROV fordbenplete extension:
» the line between the main ANTARES junction box dimel BJS was sent
to the sea floor on a turret, it was installed bigtdd 6000 during a
different dive,
» the BJS installation, positioning was done by cable

15



» the plugging of ODI connectors with a newly desdjroentering system
for the ODI connectors used a reference procedure

» the plugging of the low cost IFREMER CDC connectappeared to be
very fast,

» the plugging of the MIl, the seismometer and othmstruments was
performed by VICTOR 6000 ROV. It ready to host #eoustic modem
extension towards ALBATROSS experiment.

The procedures used during this cruise will berdierence for future deployments and
maintenance.

3.2.4 Data management preparation

During the MII integration, communication protocalsvelop in Python language was
done by the DT INSU. Data are collected in reaktand stored in daily files.

The data management is coming from ANTARES sitepaiticular effort has been
brought to the compatibility of the data formatsl anetadata in order to, in an automatic
or quasi-automatic way, feed the global databadegs, archive and sensor ML database
which are under development in ESONET framework.

The next step was to build an interface betweeabdase and mathematical program to
propose, through the web page, some tools to letpahalysis.

ANTARES oceanographic data have been copied indicaked database (CCIN2P of
Lyon, France) which was structured to contain lal ESONET require data, and meta-
data. A real-time data transfer from sensors t@lege is done, and a real-time data
control is thus available. This is made possiblanks to the creation of a website
(http://marocean.in2p3.fr/antargsihich allows an easy access to the oceanographic
ANTARES data, by plotting all desired parameterd/anexporting data for a later self-
post-treatment. In addition, a real-time transteidone from the Lyon database to the
IFREMER (Brest) center for a European ESONET atiolgiv

3.2.5 Return of experience of equipment operation

The equipment as such is working perfectly as aaefar deployment, real time data
transfer from deep sea sensors. It is quite friisgyao not have started the project in July
2009 as planned to complete, with time the opeamatigthin the Esonet time scale.
Nevertheless, the test is fully operational andl valp to go forward from this
experience.

Joint tests were performed to test ROV operablemageable hybrid (electro-optical)
connectors. These devices are mandatory for oparaiid maintenance of science nodes
in deep sea. ROV operated connectors are usedl ithealmain European deep-sea
experiments (NEMO-SN1, NEMO Phase 1, ANTARES) andrldwide (e.g.,
NEPTUNE Canada) to allow deployment and connectbrunderwater stations to
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existing deep-sea infrastructure, avoiding the gk operation of recovery and re-lay
of deep-sea cables. Teledyne-ODI has been for yearkeader of this market, patenting
the so-called “rolling seal” technology. Nevertlelemany users have encountered a
certain level of failure in the use of such conoexfor deep-sea applications. Aim of this
activity was to test i) the new designs of mechalninterfaces on ANTARES BJS by
VICTOR 6000, ii) the novel devices installed on tREGASO ROV for connector
cleaning (high pressure water pump) and insertaanfpulator) iii) the new NRH series
of Teledyne-ODI connectors (developed for high pues and high voltage applications).
Results from tests carried on at installations agd at different depths and using
different kinds of ODI connectors (2100 m NEMO-Shife, 2500 m Toulon site, and
3500 m Capo Passero site) is expected to providemiation about the reliability of used
connectors.

3.2.6 _Quality and inter-comparison of recorded data
Unfortunately since the MIl has been deployed th@71line moored on Antares site,
hosting some of the same sensors is not conneatgdoae; It will be done in spring
2011. We still have some sensors deployed in ttiaity of ANTARES but they will be
recovered during next months for maintenance atel rétrieval.

The ANTARES Mini-Line is equipped with optical amteanographic sensors as the
ones used in the ANTARES detector. This will allditect inter-comparison of the two
deep-sea sites of Capo Passero and Toulon. Ircyartthe Mini-Line operation in Capo
Passero provides first long-term and real-time moomg of bioluminescence at 3500
water depth in the lonian Sea. That is in a rarfggepths and in a marine region, well
known as oligotrophic environments. Direct comparisvith Ligurian Sea data will
provide soon information on the possible effectr@drine structure deployment in this
environment. Study of correlations between biolweagence activity, currents, and
environmental conditions is also carried out in &l of corroborating scientific results
already provided by the ANTARES detectors in thgutian Sea.

3.2.7 Standardization procedures

CNRS are on the process to build standard procetlureoptode calibration and
deployment in collaboration with different partner

A large effort on standardization of deep-sea dpmia (deployment technique and ROV
management) was conducted. Several meetings amiidl, | INGV and CNRS
participants have been conducted to adapt the geplat process (used by CNRS for the
deployment of ANTARES) to a different site and shogistics. ROV intervention and
connection procedures have been jointly agreed gritdifN, CNRS and INGV.

A step forward in standardization of materials atebsign of deep-sea mechanical,
electronic and optical parts has been conducted AMiITARES components (developed
for 2500 m w.d., 40 km electro-optical link) werapted to different working conditions
(3500 m w.d., 100 km electro-optical link).
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The interfaces of the Antares BJS are a first sigjards standard junction box interfaces
for ESONET EMSO (see D68 ESONET Label)

3.3 Deviation explanation

After approval by Steering committee in April 20XBe funding was available in May
2010. The deployment of the SIJB and MIl was planfeedOctober 2010. We made
priorities upon human resources within the few rhenavailable. Focussed was on
building the MII associated with a package of gensensors. This was achieved. The
current meter Aquadopp worked well on the bench andhe pool during test
deployment. The Aquadopp was supposed to be tasteeh at 2000m prior deployment
but this procedure could not be achieved for 2aessl) the Aquadopp was delivered
without batteries, and the wrong set of batterias provided as spare, 2) for the second
test deployment, weather was too bad to deployisstyumentation. As a consequence
the Aquadopp never provided any data when deplopetie sea bed at 2450 m.

CTD Microcat was deployed on the MIl with power plypcoming either from the
battery pack or the MIl main power supply. Aftemdnths of deployment the battery run
out and the MII power supply did not take over. Takure happened mainly because of
the lack of time to carry out test during the imggipn procedure.

After 2 months of deployment the pressure gaveabéisignal and stop sending signals
after 3 months. We suspect corrosion on the coonect

The integration of the inductive instrumented mogtine is ongoing as well as the
acoustic modem qualification to be deployed arainedANTARES infrastructure (See
Antares access site).

Due to bad weather conditions, limited ship-timd arproblem occurred to the PEGASO
ROV the deployment of the ANTARES Mini-Line has bepostponed and will be
carried out within June 2011.

3.4 Outreach

Several sequences of film were taken during the HEX cruise, a movie has been
issued. Parts of this movie are used in the firf®DNET movie.
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4 NEMO-SNL1 test experiments
4.1 Previously planned test experiments

4.1.1 _Objectives of the NEMO-SN1 test experiments
The objectives of the NEMO-SN1 test experiments #@reperform maintenance,
connection/disconnection and recovery operationsR®@V electro-optical mateable
connectors installed during the NEMO Phase-1 pt@edis test site, in different times
(2005 and 2006). Once recovered, the mechanical eadtrical status of ROV
connectors were to be studied. Moreover, duringRK®/ dive, some other structures
installed in the test site, were also be recovaretistudied.
Two different power and data transmission system®uested: the direct “shore-to-deep
sea frame” link on TSN (Test Site North) and th&lon TSS (Test Site South). The
latter is realised by the use of a deep sea jumdtax installed in year 2006. This would
also allow to test the power and data transmissystems installed on the junction box.
Real-time tests of acoustic sensors were also fgebfermed, through the installation of
a calibrated acoustic transducer on the ROV. Theudiz transmitter were, in fact,
linked to the GPS time with the aim of performingirme-and-amplitude calibration of
hydrophones.

The Test Site North (TSN) and the Test Site SoullsS) are located in the
Mediterranean Sea at 37°30'810N-015°06'819E and3@®D8N-015°23'034E at a
water depth of 2100 m and 2050 m respectively [sdverable D58).

A short work plan was defined for each leader ingtn involved in the NEMO-SNL1 test
experiment:

Leader Institution Work plan: Tasks short description by partners involved
CNRS CNRS will provide some sensors. Participatmdeployment. Comparison of procedures
INGV Integration of sensors on SN1
INFN Deployment of the equipment using ROV COUGARcess to data collected in real time.

4.1.2 Detail planned costs and grant allocationtferNEMO-SN1 site

Personnel | Equipment Uiz . Other | Subcontracting el TE: Total costs Ueisl E.SO.NET
Partners Accommodatior costs contribution
G ) © G € © ®) ©
CNRS 0 0 15 00( 0 0 300( 18 00( 11 17(
INGV 45 20( 220 00( 15 00( | 325 00( 12 00( 121 04( 738 24( 79 91(
INFN 4 00( 200 00( 0| 215 00( 8 00( 83 80( 510 80( 108 92(
TOTAL 49 200 420 000 30000 | 540 000 20000 207 840 1267 040 200 000

4.2 First results of the NEMO-SNL1 test experiments
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4.2.1 Equipment preparation, tests on land andogtepnt

The operations in the NEMO-SN1 Cabled Test Sitenfpaionsist in testing deployment
and ROV connection procedures in deep-sea with teesurveillance and control from
the shore. The ROV used for the experiment is tB&EARSO ROV (Seaeye Cougar)
owned by INFN and INGV. The PEGASO ROV has beearle$hed, with respect to the
commercial Cougar version, for operation down tdGh and upgraded with a
manipulator for fast and safe connection of ROVrapes wet-mateable connectors. A
high pressure water pump has been also installeth@erROV to perform connector
cleaning. This operation is strongly suggested ley-wateable connector manufacturer
prior deep-sea connection. Extensive tests on O¥ Rave been carried out on-shore to
check ROV functionality and to test the novel RO¥mpulator. Teledyne ODI-rolling
seal connectors have been used for tests, as simwigure 4.1. Two kinds of ODI
Rolling Seal connectors have been tested: the Qilling Seal hybrid connector 8 ways
(used as a standard in the NEMO-SN1 and ANTARE®mxgents) and the ODI Rolling
Seal hybrid 6-way connector NRH (used in the NEM@p& Passero Cabled Site,
suitable for High Voltage transmission at >3000-atev depth).

The ROV and winch tests (see Figure 4.2) are chwi#, under the supervision and
coordination of INFN, by dedicated personnel froFN, INGV and from Subsea
Vision (ROV pilot Crew), and Marine-Tech (Winch optrs Crew).

TITETAY e

g 4 -

‘Left The PE

A\

GASO ROV holding a Teledyne-ODI rollingl smnnector.The
aluminium frame between the ROV arms is the maatiputentering systeni.he red tub
laid on the ridit ROV arm is used for high pressure water pumfoangonnector cleanin
Center Detail of the ROV manipulator for insterion of RGnateable connectors. Left
mockup of an underwater frame with ROV mateablenector (panel side) used
insertion tests.

Figure 4.1.
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Figure 4-2. Left:The PEGASO ROV control system onboard the C/&@ert (MECMA
Right The PEGASO ROV dstaching and cleaning ODI connectors installed tia¢
NEMC-SN1 (Catania) cabled test site during sea operatio

A calibrated acoustic transmitter was also instetiaboard the ROV to test possibility of
acoustic tracking of ROV underwater movements. 3maiasion tests (in air) have been
successfully carried out (Figure 4.3).

The SN1 (LIDO North) is deployed at the TSN, whilee LIDO South Station is
deployed at TSS. The complete list of sensorsiediin the LIDO deliverables D1.4 and
D4.4.

In the same time the NEMO-SN1 shore station has hgmraded. The new data
transmission system allows 90-Mbit connection betwéhe shore INFN Laboratory of
the Catania harbour and INFN-LNS (where a 1 Gphbsnection to the internet is
available). This is used to transmit real-time daten the submarine infrastructure and
experiments. The aim is to test remote (worldwidsdialization and analysis of raw data
from deep-sea instrumentation and control accessutomarine devices. An AIS
(Automatic Identification System) antenna and regeiwere also installed in the shore
infrastructure for continuous monitoring and sulleeice the marine area where the
NEMO-SN1 observatory is installed.

The LIDO stations and improved PEGASO ROV where akdd on February 2111 at
the Catania harbour onboard the C/S Certamen wiéh following tentative time
schedule:

Day 1-3: ROV dive test and connection/disconnectests of connectors installed
on the NEMO Junction box.

Day 4: Deployment, connection and calibration &f thDO North Station

Day 5: Deployment, connection and calibrationhef LIDO South Station

On day 1 and 2 The PEGASO ROV successfully camedfirst dive test in shallow
water and second dive at 2100 m. The ROV carrigdalso cleaning and disconnection
of ROV operable connectors installed on the Catdi8&l frame. The ROV was thus
recovered to start the LIDO deployment and conoaabiperation. A mis-functioning of
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the ROV was however found when it came back agalooard. The mis-functioning was
due to water ingress in the equipment containimgRI©OV-TMS power electronics. The
operation was interrupted and the ship came badkeadPort (Day 3). Intervention of
ROV pilots and experts from Seaeye was requestediten(Day 4-7). After Seaye
intervention the naval operation was re startedthadhip reached the TSS site. Another
dive test was thus carried on (Day 8). The ROV medcsuccessfully the depth of 2100
m. Due to bad weather conditions the PEGASO ROVmaisitained within its TMS and
a long-term test in deep sea (about 2 h) was daoug. After 2 hours, the TMS was
recovered noticing an electrical failure happenedind recovery.

The main failure was found again on the ROV-TMS Pé@Bsel.

After first failure analysis, the manufactures, Bgg decided to carry out modification
of the PEGASO at the manufacturer site. The segagm is then re scheduled in May-
June 2011. The two LIDO stations are back in the Pab and switched on again to
continue tests and to improve the Digital Acquisitsoftware on shore.

Figure 4.3._Left The LIDO Demo Mission «South» station onboard @& Certame
(MECMA), ready for deployment. RighThe SN1(LIDO Demo Mission «North») ai
MODUS vehicle, integrated at the INFN Lab in thda@aa harbour.

4.2.2 Sensor and measuring system calibrationsjaalification

During the test activity, calibration of LIDO acdigssensors is carried out. As described
in the previous section, the PEGASO ROV is equippeth an acoustic beacon,
transmitting known signals at a given repetitioterarhe beacon’s signal is used to
calibrate amplitude and phase of LIDO hydrophomggmitting monitoring of ROV
movements remotely from shore. These results ampamed with the actual ROV
movements recorded and analysed by the ROV autamoniditra-Short-Base-Line
system, used to guide the ROV from the ship. Sggaaklysis also permits calibration
check of hydrophones’ sensitivity. LIDO hydrophoiese been, indeed, calibrated with
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a novel high pressure calibration method at NATQlésea Research Centre, La Spezia
(See also LIDO Deliverable 4.2-INFN). The sea openapermits check of calibration in
the hydrophone working environment (2100 m watetlae

4.2.3 Return of experience of operations at seargad/entions by ROV

The NEMO-SN1 operation is a step for ESONET, inwgd EMSO, since it provides a
proof for “Standardised sea operation” for sciemEep-sea nodes deployment and
connection. The technique is based on serial us®edp Sea Shuttles (MODUS,
PEGASO) for deployment and connection. The LIDO tNostation is deployed by
MODUS, connected to the PEGASO electro optical Wirdnce anchored on the sea-
bed, Modus is recovered and disconnected, and PBEda8onnected to the winch. This
minimises sea operation time and, thus, costs.c@peabilities of PEGASO as Deep Sea
Shuttle are also tested, during the deploymenhefliDO South Station. The latter is
laid on the seabed using technique similar to tloeldd operation. ROV intervention is
carried out without recovery of the winch cableisTprocedure is optimal to save ship
time and enables presence of ROV during the degaym

Another important piece of information is recoveiey the capability of the NEMO
Junction Box (JB) to act as hub for several degpes@eriments. The JB is operational in
deep sea since 2005, but only one experiment wasected to the outputs. The
connection of another experiments and the contisunulti-year operation opens the
way to technology of underwater electro-optical $ifitr science nodes. During this test
call the electro optical outputs and connectorthefNEMO JB installed in the Catania
Test Site were successfully tested.

4.2.4 Data management preparation

Data management is based on the LIDO data transmi¢see LIDO Deliverables 4.2-
INFN) and acquisition system concept. Hydrophongnas, used for phase and
amplitude calibration and monitoring of ROV movensewill be sent from deep sea to
shore through the Main Electro Optical Cable ligk shore, a dedicated optical signal
distribution system is built permitting real-timeatsmission to the internet of all data.
Access to data is available thanks to INFN-LNS cotmg and networking
infrastructures, using a refurbished version of tHeO architecture concept (see also
LIDO Deliverable 4.3-INFN and 4.4-INFN). In partiam, INFN has developed dedicated
acoustic data-analysis software and hardware, tapabanalyse the signals of the
acoustic transmitter installed on the ROV, andilgdemented a 100 Mbps internet link
capable of real-time data transmission betweetreLaboratory and INFN-LNS
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room at the INFN shore Laboratc

(Figure 4.5). INFN-LNS provides high-speed link Gbps) to users and general public.
Test site raw data are, firstly, analysed by thkaboration and then distributed and
uploaded to the ESONET Portal. A novel acoustia da&nsmission protocol over IP has
been developed. The protocol holds both acousiitasi GPS time stamp, and all sensor
info (sampling frequency, full scale, Hydro ID).

4.2.5 Return of experience of equipment operation

As discussed above, the return of the experiencaeoNEMO-SN1 operation is many-

fold and implies:

- sea operations: reliability and cost-effectivenasf deployment and connection
procedures using Deep Sea Shuttles (MODUS, PEGASO);

- reliability of electro-optical ROV operated weiateable connectors: ODI hybrid
rolling seal connectors installed on the NEMO JBd am the MEOC
terminations of the NEMO-SN1 deep sea infrastrgctare re-tested after 6
years from deployment.

- underwater real-time data acquisition transmissmperation of upgraded SN1-class
seafloor science nodes to multi-sensor application;

- Junction Boxes: test of NEMO Junction box conaept multi-output hub for science
nodes;

- shore station architecture: definition of shotatien equipment for real-time data
transmission, science node control and site slavei;
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4.2.6 Quality and intercomparison of recorded data

Data quality check is a key issue for this activithe installation of a calibrated acoustic
transceiver onboard the ROV is fundamental to chd€O hydrophones (four large
bandwidth sensors and two low frequency sensorg)itutie and phase response in the
working environment. In this way acoustic data aegliwith LIDO will be immediately
correlated with data previously recorded by the NEERWWDE station (see Deliverable
LIDO 4.1-INFN). Thanks to refurbishment of the shatation DAQ and transmission
system, data will be immediately available to tH&COEET collaborators to cross check
deep-sea acoustic noise recorded at the NEMO-Si¢lvdth other data (OBSEA,
ANTARES, NEPTUNE Canada).

4.2.7 Standardization procedures

Standardization of procedures and equipment fop-de@ nodes is the guideline of this
activity and, as described in previous sectionshas guided all the design and
organisation steps of the activity.

-Science node deployment through the use of DeepShettles was first validated by
MODUS operation in ESONET and after long experiegaaed in several operations
conducted within many other European Projects @EOSTAR, NEMO and KM3NeT)
is now considered as preferable solution. In tss$ &ctivity both MODUS and PEGASO
ROV are used aiming at consolidating this deployintechnique as a reference.

-The ROV operated wet-mateable connection procediredeep sea (following also
previous experiences of ESONET, NEMO, ANTARES and3NeT) are standardised
with the following sequence: 1) connector visuapection (both flying receptacle and
fixed bulkhead); 2) connector cleaning through hggtessure water flow; 3) ROV
operated connector insertion using ROV manipulator.

-The proposed “in situ” hydrophone array calibratjprocedure (phase and amplitude)
provides also a reference for future application.

-The used acoustic data transmission IP protocatagos all the info requested by
ESONET standardization documentation: sensor |Dibfeéion sheet, position and
sampling frequency) and acoustic data, adding efach packet- the absolute signal
acquisition time (GPS). This provides a fundametddlfor study of correlations with
other instruments. The protocol, based on intenal standards (IP, GPS, AES3-EBU),
is exportable to any other future acoustic momigmpplications. The system is working
and data are dispatched to the interested Eurdpsttutes collaborating in ESONET.

4.3 Deviation explanation

The main deviation with respect to planned openstiovas due to unexpected mal-
functioning of the PEGASO ROV during the campaighis is now mainly attributed to
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a not optimal construction of the TMS power POD time supplier SeaEye. The
deployment of LIDO stations is scheduled to beiedrout within June 2011.
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5 OBSEA test experiments
5.1 Previously planned test experiment

5.1.1 Objectives of the OBSEA test experiments
The main objectives of the OBSEA test experimergst@a give access to the expandable
OBSEA cabled submarine observatory, installed midyM009 by Spanish, to the
ESONET and EMSO groups for technological testing seientific long-term monitoring
of physical variables. The main goal of the OBSEAQG provide a relatively low cost
infrastructure for easy technological test bed dexklopment of new sensor with the aim
to extend it with more nodes to a regional deepedesrvatory, and alongside real time
monitoring of some physical parameters.

The OBSEA site is situated 4 km offshore of theaWdva i la Geltru coast, in a fishing
protected area at 41°10'54.87"N-1°45'8.43"E at dewalepth of 20 m (see Deliverable
D58).

A short work plan was defined for each leader fagtn involved in the OBSEA test
experiment:

Leader Institution Work plan: Tasks short description by partners involved
IFREMER Test of Smart sensor interface on MicrOthemet
KDM-UNIHB Test IEEE 1451 interface
csiC CSIC will provide the RV for deployment by dig
UPC UPC will provide sensors and will take in cheaoglibration. Access in real time to data
DBSCALE ESONET instrument registration. Links wiBEO

5.1.2 Detail planned costs and grant allocatioritferOBSEA site

Personnel | Equipment Uiz q Other SUEEEITEGHT Indirect costs el Eggtlfll:ET
Partners Accommodatior g costs o
(€) (€) ) €) ) (€) © contribution
(€)
IFREMER 22 50( 25 00( 300C| 200C 0 0| 5250( 15 00(
UNIHB 20 00( 0 4 00C| 10 00( 0 7200 41 20( 15 00(
CsIC 20 00( 22 00( 0| 1000( 0 3360(| 8560( 22 00(
UPC 95 00( 6 50( 2500 391( 0 53 39(| 161 30( 60 00(
DBSCALE 22 50( 2 10( 0 0 0 0| 2460( 8 00(
TOTAL 180 000 55 600 9500 | 25910 0 94190 | 365200 120 000

5.2 First results of the OBSEA test experiments

5.2.1 _Equipment preparation, tests on land andogamnt

In May 2009, the OBSEA has been deployed with Znographic instruments:
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1) A “Seabird” SBE37smp CTD for the measurement@hperature, Conductivity
and Pressure;

2) A “Bjgrge” Naxys Ethernet Hydrophone 02345 fbe tacquisition of acoustical
signals; and

3) An “Ocean Presence Technologies” OPT-06 Undami® Camera System for
the recording of video images.

In March 2010, new instruments were been addeded®BSEA, a “Nortek” Acoustic

and Wave Current Meter (AWAC) for the charactei@atof water and waves
movements. All these instruments are currently peration. The installation of these
instruments can be followed in the TV prograRES14! from “Minute 14"

The tests done before deployment were focusedenc#ipacity of each component to
work properly in a hyperbaric sea water environmanthe interoperability of the whole
system, in the thermal stability under high powanditions and in the software stability
under stress tests. All the instruments have bested many times in the hyperbaric
chamber at a pressure of 5 bars for at least 24shthe water-tight steel cylinder that
holds the electronics (communications and poweplsyigan stand more pressure and it
has been tested at 20 bars.

The interoperability tests have been done assegalirthe components in the laboratory
and checking all the possible connections and fonalities of the system. The thermal
stability tests have been done loading the systehlmeanaximum capacity and simulating
the environment in which the system must operate.

The first sets of instruments were deployed on [2@§9, and they worked continuously
until it started the first corrosion problems witte NAXYS Hydrophone on November
2009. The problem was solved, and the instrumens vexalibrated (sent to the
constructors) and improved its corrosion proteciiothe OBSEA.

The CTD started to fail on January 2010 due to Viiame problems. It was repaired,
recalibrated, and in order to test interoperabflityctions in OBSEA, this instrument was
updated with Puck Protocol capabilities, integrdigdhe CTD manufacturer.

The IP camera worked all the time mainly withouy aconvenience (only the necessity
to clean the crystal chamber periodically). In theginning was difficult to configure
properly the video server and recorder for stotimg video data. Once it was correctly
tune up it worked without problems.

The AWAC worked properly all the time, but its serrwas victim of hacking attacks and
it was unavailable for some time in July 2010 ungtwork security was improved, and
as a countermeasure, all servers are now in amaiterivate network.

! Video available onhttp://www.rtve.es/alacarta/videos/television/tesisensores-submarinos/755801/
Or in youtubehttp://www.youtube.com/watch?v=tL9w_8cYSal
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In August 2010, after maintenance operations, watgress occurred in the cable

termination box. Since then, it was decided to teralty stop the operation of OBSEA,

in order to fix the leak, and more important, tagrgule and improve some parts of the
system, particularly: a) the internal power suppiiell be changed for better ones (better
efficiency); and b) to change the internal Etheri®®itches for others with capacity for

time synchronization with IEEE 1588.

The experience obtained during this period of dpmmahas been really useful for the
design of new equipments that will be deployed iseafloor observatory. It has been
demonstrated that not only is important the watgrthess in the equipment deployed,
but also other aspects need special consideratsoare the galvanic corrosion protection,
the biofouling and the sediments, to design foryeasder water operations and
maintenances, and last but not least, it's veryoirigmt to have a rough cable termination
box.

5.2.2 _Sensor and measuring system calibrationgjaalification

All the sensors were calibrated in the fabric @ thanufacturer before to be deployed. In
order to continuously verify the quality of the maeements, two actions are carried out:

1) Before deployment, comparison tests are perfdrna¢ SARTI facilities,
specifically for test of watertight, temperaturadgressure. At SARTI we have a
hyperbaric chamber for up to 20 ATM, where watghtiness and pressure are
evaluated. Also, we have a thermal chamber V6tS€H060, which can be used
for tests between -45 to +180C (10-98% relative idity).

2) After the deployment different actions have beamied out.

For the case of the CTD, after the deployment,oplezally water samples have
been taken from the surroundings of OBSEA and &eiat chemical laboratory,

where the measurements of salinity of the instruna@d the values of samples
were compared. For the case of pressure and tetopemmeasurements, hand
field instruments have been used during the maames operations, by divers,
and the collected data was compared with the meamnts of the instruments.
These same measurements are used for comparinghébsurements of the
AWAC device. With these procedures the stability thie oceanographic

instrument was validated.

These field measurements are only a validation quhoe for stability and proper

working operation. When the calibration period ¥&Q the oceanographic instrument is
returned to the manufacturer for recalibration.
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5.2.2.1 Geophone Calibration

In a near future it is planned to connect a cabtEtom seismometer at OBSEA, which
has as a sensing element a 3-axis geophone séigaoe 5.1 , based on the GS-11D of
Geospace, which is a velocity sensor. This 3-attisctire is already built, and it has
been tested and calibrated at SARTI, using a shaké, Figure 5.2 e.

The results obtained after 4 repetitions of freqyesweep between 8 to 100 Hz in a
range of 5 amplitudes is the determination of aibdity in every axis X-Y of geophone.
In Figure 5.3_ we detailed the values need for5anim/s amplitude value in every of 5
sweeps. The DUT sensibility at the X axis is (84,864,240) mm*g /V.

Figure 5.2: Shaker_Table

Figure5.1:3-AXIS_Geophone

Results at 5 repetitions
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Figure 5.3: Geophone_results

5.2.3 Return of experience of operations at sedrdgads/entions by ROV
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5.2.3.1 Return of experience, LIDO-OBSEA
- By LIDO (Listening to the Deep Ocean environment)

LIDO proposes to establish a nucleus of a regioealvork of multidisciplinary seafloor
observatories by allowing the long-term monitorofgGeohazards and Marine Ambient
Noise in the Mediterranean Sea and the adjacean#dt| waters. Specific activities are
addressed by long-term monitoring of earthquakeststmamis, and the characterization
of ambient noise induced by marine mammals (Biositcs) and anthropogenic noise.

The output of the acoustic sensor at the OBSEAf@lat has been integrated into the
LIDO framework. The data has been received andgssed in real-time, with special
focus on noise measurements and shipping activitye real-time stream was
incorporated in the LIDO website and all outputsrevenade available in standard
formats. The analysis results from the OBSEA wasagad such that they could be
made available to the public or archiving centesmag the same OGC SOS framework
that was developed under ESONET WP9.
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Measurements taken at the OBSEA platform showispeaetively signal peak, RMS
signal level and noise around the 1/3 octave cdnégpiency 63 Hz (one of the prime
noise indicators as proposed in the Marine Strakeggnework Directive, task group 11),

31



Figure 5.4 Measurement levels were based on a plgdre sensitivity of -192 dB and 40
dB gain.

5.2.3.2 Return of Experience with Underwater IP Carara
- SARTI&CSIC

Ichtyofauna Distribution by Image Analysis

The digital video camera takes real-time imagesthe& seafloor, being useful for
recognition and visual counting of several différemarine organisms within the area
where OBSEA is located, Figure 5.5._.

In the study, we have evaluated the fluctuationsdanted individuals for several fish
species by video image analysis, Figure 5.6. Lengrtdata sets were acquired as an
example of the high scientific value and practiapplication of OBSEA, With derived
counts we estimated the local biodiversity in atifieial reef from a marine protected

area.

Figure 5.5:_Expandable Seafloor Figure 5.6_. Artificial reef in Colls
Observatory in front of Vilanova i la Miralpeix Marine Reserve
Geltru with the side detail of the artificial
barrier.

Digital images were acquired only during dayligloubs, one each 60 min at different
angles in order to cover a complete 360° rotafldns spatial and temporal transect was
composed by 8 positions (images): 3 focusing onattiéicial reef; 4 focusing on sandy
bottom where the algae Caulerpa racemosa dominates;finally 1 focusing on the
water mass. Two images with reef and two imagehowit reef were taken at the
beginning of each hour of the day during the tivad weeks of every month, on alternate
days from July to November 2009. Both pairs regliaeere used in order to: 1) to study
the effect of reef presence/absence, on recogriighds, biodiversity and the relative
abundance of their local populations; and 2) torattarize the temporal patterns of
distribution at diel and seasonal scales (i.eaddy and seasonal replicas). Variables
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studied were: 1) identified fish to species 2) It number per species; 3) the Shannon
biodiversity index, see Figure 5.7 and Figure f8rames where fish density were too

large (i.e. in schools and banks) we considereddta# number as equal to 50. In few

clear cases total number chosen was 100.

Our results indicated that the local specific cosipan was similar to other Western
Mediterranean areas. There were 38% of visualizechbt identified fish species, since
too distant individuals were not distinguishabléshFspecies, such as Common two-
banded Seabream (Diplodus vulgaris), Damselfisird@Fis chromis), Black Seabream
(Spondylosoma cantharus), Withe Seabream (Diplos@igus), Annular Seabream
(Diplodus annularis) and Common Dentex (Dentex eddntshowed different levels of
diel and seasonal variation. Daily variability mmgortant for few species as top-down
predators (D. Dentex) which appeared mostly inwseplar hours. Seasonal variability is
very important and determines the principal charsgéfered in reefs populations during
the year cycle. The reef exerted a strong influemtepecies composition. The effect of
increasing structural complexity on biodiversitysaaready detected in several previous
studies. Fish schools were often located in one sidthe reef or in the other. That
behavior optimizes efforts in front of strong cunrepisodes. Some author argued fish
come to feed on reefs, and concluded that energpaisferred from artificial reefs to
fishes through decapods, amphipods and juvenilectwlare concentrated on these
structures. The numbers of individuals per groug lindiversity levels were maintained
within certain constancy over time sustained by téplacement of some species to
another.
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Figure_5.7. Number of fishes observed inFigure 5.8. Values of Shannon biodiversity
frames from the artificial reef and non reefindex for frames from the artificial reef and

(seabed). Red circle corresponds to meannon reef (seabed). Red circle corresponds
and red stripe to median values. to mean and red stripe to median values.

The advantages to have the video camera locate@BRBEA are: the high sampling
frequency over extended temporal windows, and twdance of diving (which is
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invasive and influence fish behavior). In conclusimng-term studies based on powerful
biological data series from image analysis reprieaesuitable tool for observing marine
species.

5.2.3.3 Return of experience with AWAC

Some specific conditions of the sea in the vicasitof OBSEA were able to be measured
with the AWAC devices. The following graphs shove tturrent speed, wave direction
and the significant height wave in the period fra4f March to the 2% June; see figures
5.9,5.10, 5.11.
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Significant height wave
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Figure 5.11: Significant_wave height

5.2.3.4 ROV test and OBSEA

SARTI conducted a test operation on th& 8@vember of 2009, with a small inspection
ROV (Micro-ROV, from Albatros Marine Technologig®y the visual supervision of the
OBSEA installation. The conclusion was that a snmapection ROVs like the one used
are not the proper tool to survey the OBSEA inatah, mainly because the
manoeuvrability of the small ROV was strongly liedtwhen operated from a small boat
in open sea. Even with small waves in the surfageas not possible to compensate the
water movement and take clear images from the ohtey.

5.2.4 Data management preparation

The global view of the data management are sumathrs figure 5.12. The basic
mechanisms for data transmissions and interachehseen the acquisition applications,
and all user and systems interfaces, have beeftrgotesl by means of a model based on
layers of overlapped services. The basic interface® been located in the centre of the
system, with the instrumentation and the differéamgers of services overlapping,
expanding to the edges with increasing complexityil reaching the communication
mechanisms of the different user’s applicationse $arvices layers take care of the real-
time data access, as well as the access to théhdataas been saved.
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Figure 5.12: Data management view.

Basic Data Transport
The basic mechanism used for data interchange randniission between the different
service’s layers and the acquisition applicatioiss,by means of ASCII-datagram’s

normalized over the standard NMEA-183 and the maltdJser Datagram Protocol
(UDP), in “broadcast” mode.

Service’s Layers for Accessing Historic Registries

On each platform, and in the central node of tHevakk management, historic registries
of all the data acquired are saved independemtlyhé central node, also a copy with 1
minute synchronization is saved as well. This $tmeprovides redundancy.

RAW files and processed files

RAW data is stored in ASCII with the NMEA datagramand also data is stored in CSV
format with codified data identifying the name ahe& measured variable. All ASCII
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files have daily extensions and are named combittiegday, month and the year in
which they were created, and an extension for ifyemg the instrument.

Relational Database service (SQL)
Layer that provides data storage related to gebgrap extensions
(POSTGRES+POSTGIS) with the acquired date. Ther¢hmee servers that store data in
SQL.

- ServerOBSEA (primary server)

-  MORFEO (External server. Not into OBSEA) for dis data Access.

- MEDUSA, stores data as SNMO server, for alarntgrob

Data Services WMS and WFS

Layer built over the last layers. This service whHogeographic reference of data in map
form (Maps) and on Features using WNS and WFS atdsdof the Open Geospatial
Consortium. Requests are started by users usingThié® protocol, as a communication
channel of WMS/WEFS servers.

Data Export Services (EXP)

Over the two last layers an exportation layer heenbconstructed with other interchange
formats, using the marine ambit (XML, SensorML, GBF, openDAP, etc). The
SensorML has been proposed as a standard forgtiaia sets.

KMZ Data Services
This service provides the last acquired data inpressed KML format, with a real-time
update of the contents and structure. This sersiogented to a GoogleEarth client.

(NMA) Data Services Management

This layer allows the synchronous transmissiondaté through a TCP channels to the
ZABBIX network manager. This service allows alse thonitoring of physical devices
in the network, introducing data quality in the ragament.

Data Storage and Metadata

It has been proposed the use of LDAP trees for mgpihe network of sensors and
instruments and all the configuration/calibratided. The exportation layers of historic
data from SensorML or OpenDAP would have to readsinsors’ stored information in
those trees.

Servers
The operation of all the services is done usingdhewing servers:
- ServerOBSEA: Firewall, SQL, router, file manager.
- Lluna: Storage management (in future will replace S&BSEA), Data
management, and in the near future will storeAWAC images and data.
- ServerAWAC: AWAC data acquisition and processing
- Pop: Video server (for IP underwater video camera)
- Lab: Hydrophone data acquisition and processing (Lattokatory)
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- Medusa ZABBIX alarms and events manager. Also for thenagement of
remote data transmissions with DataTurbine, forhhgpeed real time data
streaming.

5.2.5 Return of experience of equipment operation

The first conclusion that can be obtained fromakperiment is that the real time of life
of each device in the observatory can be signifigalower than the expected. In a
shallow water observatory the marine life is vetyivee for what all systems are rapidly
populated with algae, crustaceans and all kindévimig things that erode the materials
and hamper maintenance. For example, when thereexgesed screw threads the
biofouling may make it impossible to unscrew it.

Even when all exposed metals of the structure hasesspecification, small differences
between manufacturers can generate galvanic cartieat can corrode the materials, for
what special attention must be taken to protect dh&tem with sacrificial anodes,

isolating the direct contact between different nsetand protecting metal surfaces with a
galvanized, anodized or painting depending the mahtéAs example, at the OBSEA a

manufacturer used by error a stainless steel 368wvsovhich unfortunately was not

detected, with the result of a fast corrosion efraterial.

This experience shows that it is very importanthoose the appropriate materials for
long term observatories, and to review and vehg/dystems before deployment.

5.2.6 Quality and intercomparison of recorded data

As a result from the comparison between OBSEA nreasents and the checking
measurements performed by divers at the same docatie find out that it was useful

practice for validating the data of the instrumemtghout the need to remove it from the
observatory. For the temperature measurement, moisrecommended to use a wrist
sensor (as a watch) because body temperature fmot tife measurement; differences
over 1°C were observed.

5.2.7 Standardization procedures

With the purpose to work in a standardized envirentmamong the different
observatories, diverse initiatives have been cduoigt in OBSEA in order to test and to
try to implement different standards. Actually eadtservatory has their own software
architecture and data management processes. Sandasgts can be applied on top of
each observatory’s data management in order tosaataa from internet in a standard
way. Some of these standards can be SensorWebEiaBE1451.0., or initiatives like
DataTurbine for high speed real time data streaming
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The use of these standards in an observatoryQB8EA, to access data and metadata
from a general web interface can provide interdpleraata visualization from the user
point of view. Likewise, there are other issuest thave been addressed to archive
interoperability between observatories, as plug aondk capabilities of the instrument.
Initiatives as MBARI PUCK protocol (for RS232 or )JPinterfaces like the
SmartSensorBoard (Ifremer,UPC) or recently the S82nsor Interface Descriptor
(52North), are being tested at the OBSEA.

5.2.7.1 Time Synchronization
- By SARTI

Time synchronization in cabled observatories byeEtat networks can be achieved
implementing IEEE1588 Precision Time Protocol (PTNeysus NTP or SNTP for
applications with needs of synchronization unddfiseconds. Actual observatories had
been deployed before IEEE1588v2 was released,@rntidse reason junction boxes are
not equipped with IEEE1588v2 Ethernet switchesOBSEA, also the installation of
IEEE15888 capable switches is planned. Figure SH@wvs one of the test setup to
provide GPS information to an instrument througde BE1588 synchronization network.

()
GPS Antenna %

IEEE 1588 Master clock
(PC + GPS receiver)

Ethernet Switch
Luminary Based
Embedded System
IEEE1588 Enable
L.

Underwater Cabled Seismometer
Cabled OBS

Figure 5.13: Testing IEEE1588 PTP for underwatestinments.

In OBSEA, different algorithms have been developed implemented for automatic
detection and installation of RS-232 PUCK instruteeifhe host computer periodically
interrogates the serial ports for a PUCK enabledriment. When the host receives a
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PUCK response from the serial port, the host ne#sethe UUID to determine if a new

instrument has been installed. If so, the hostenats the PUCK payload and uses this
information to collect data from the instrument aedister it in WEB using standards

like IEEE 1451.0 or OGC SWE.

The detection algorithm for IP PUCK-enabled instemts is based on the Zeroconf
standard. When an IP PUCK instrument is plugged &tocal area network (LAN), it

automatically gets an IP address and is registased PUCK service via Zeroconf. An
application that runs in the same LAN can discdkerinstrument and retrieve the PUCK
payload through PUCK protocol and automaticallyisty the new instrument in a
standard way in WEB.

Thus standard IEEE-1451 and OGC SWE componentbeantomatically retrieved and
installed by the host when a PUCK-enabled instrunemplugged in, overcoming the
difficulties of manual installation.

An important component to achieve the plug and phyability with PUCK protocol is
the payload information attached to each instrumdiie payload should describe
entirely the functionality of the instruments irstandard way and should be machine and
human readable. To accomplish this task SensorMh 8ensor Interface Descriptor
(SID) can be used, which provides standard modelsaa XML encoding for describing
sensors, measurement processes, and instrumerdlgofdrmation.

Figure 5.14 shows how services running a SID im&tgp can establish the connection to
a sensor and are able to communicate with it byguie sensor protocol definition of
the SID. SID instances for particular sensor tygs be reused in different scenarios and
can be shared among user communities.

Data
Aquisition
System

uses

-
o e

Instrument
Protocol ¥ -’

RS232, USB, 8 gl i S]D
Ethernet be|0ngs to

Figure 5.14: SID interpreter in a data Acquisiti@ystem (proposed to OGC by 52North)
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5.2.7.2 Sensor Registration in ESONET’s Sensor Ragjiation Interface

The ESONET sensor registry is largely based onQ&C SWE architecture concept.
The creation of templates for registering ESONES$eanatory instruments required pre-
establishing the requirements, starting with auesatmatrix and registration interface
prototype that account for the various sensingrteldgy areas, i.e. biological, physical,
chemical, and multiparameter instruments. As allected specifications have to be
mapped to a dictionary for metadata discoverabditg computer usability, the on-line
templates for registration have been designed dowly, for example using standard
methods and common practice @& factostandard ontologies. The metadata format
follows an internationally recognized standard, seeNlL, which was chosen according
to the following criteria: availability of open taformation tools, medium/low-
complexity, ESONET scientific and system architeatensensus, and global
interoperability. Sensors are attributed a unigdentifier. Part of the work was to
organize the collection of instrument specificai@nd eventually make a proposal for a
multi-science use case scenario, so as to evahmtguality of, and identify gaps in, the
registration process. Besides providing feedbackheneffort for future improvements,
this use case scenario demonstrates the benetiteoproject. The figure 5.15 is a
screenshot of the ESONET Sensor Registration bterf (current test URL:
vps.dbscale.com:8080/esoneit a later stage the registration interface beéllaccessible
from ESONET SDI portal through secured access).labke functions include mapping
of IEEE1451 Transducer Electronic DataSheet XML pnag. Next section (5.2.7.3)
describes this operation, carried out by dBscale.

ESONET Yellow Pages | Sites | GEOSS | Data Catalogue

Sensor registration form

. List sensors in database
welcome to the ESOMNET Sensor Registry interface

view sensor (xml)

By registering your sensars, the information you provide becomes

discoverable from the ESONET data portal and related catalog View sensor (table)
services. Encoding standard is OGC SensorML, a GEOSS standard
for sensor metadata. It is strongly advised to use the manual
registration interface to create the initial file or adapt your existing
farmat, to ensure compliance with SensortL schema and ESONET
minimal reguirements, Add component to sensor

Create sensor from existing in db

Update Sensors registered in database

M.B.: Thiz is an open beta release for testing purpose, please Add History to sensorML

report any problem to esonet[at]dbscale.com
P Y P [at] Upload preformatted sensor metadata

Register your IEEE1451 TEDS

Figure 5.15: ESONET Sensor Registration Interfaogd

5.2.7.3 IEEE1451 TEDS server configuration to intesperate between OBSEA and
the ESONET Sensor Registry Interface

- dBscale
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In this test experiment task the effort was torioperate between the ESONET Sensor
Registry Interface and OBSEA smart sensors, tramsfigg the IEEE1451 standard
metadata into OGC SensorML metadata for seamlggsinagion.

The ESONET Sensor Registry Interface allows userseasily create fully compliant
SensorML descriptions. As SensorML is very genérad important to define minimal

description content for each instrument. This faim® assumes that the following
minimal metadata are provided:

- Observatory Name
- Sensor Type
- Sensor Long Name
- Sensor Owner Phone Number
- Sensor Owner eMail
- Sensor Geolocation
o Longitude
o Latitude
o Altitude

Users can create full sensor description using $dognfilling them using this mandatory
minimal metadata and optional information concegrilre sensor.

The main objective is to allow users to registersges without manual intervention using
automatic mechanisms between sensors and the segsiry Database.

IEEE 1451.0 standards were created to share semsadata and control in a standard
way through the internet. Transducer Electronical#theets (“TEDS”) are a key concept
of IEEE 1451. A TEDS describes characteristics eaquhbilities of components such as
transducers, interfaces and communications linka standard way. Applications can
retrieve TEDS through the IEEE 1451 protocols tmadgically discover instruments,

sensors and actuators as well as other system atetad

5.2.7.3.1 TEDS Server Configuration

The IEEE Standard for a Smart Transducer InterfaceSensors and Actuators (IEEE
Std. 1451) defines a list of Transducer Electrorizta Sheet (TEDS) formats, as
described in the following table.
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IEEE Sid 1451.0-2007
|EEE Standard for a Smart Transducer Interface for Sensors and Actuators—Common Functions, Communication
Protocols, and Transducer Electronic Data Sheet (TEDS) Formats

Table 17—TEDS access codes

TEDS access code TEDS name attribute TEDS Reguired’
optional
0 — Reserved —
1 MetaTEDS Meta-TEDS1 Reguired
2 MetaldTEDS Meta-1dentification TEDS2 Optional
3 ChanTEDS TransducerChannel TEDS1 Reguired
4 ChanldTEDS TransducerChannel Identification TEDS2 Optional
5 CalTEDS Calibraticn TEDS1 Optional
& CalldTEDS Calibration identification TEDS2 Opticnal
7 EUASTEDS End users’ application-specific TEDS3 Required
g FreqRespTEDS Freguency response TEDSI Opticnal
9 Transfes TEDS Transfer function TEDS1 Opticnal
10 CommandTEDS Commands TEDS2 Optional
11 TitleTEDS Location and title TEDS2 Opticnal
2 KderName User’s transducer name TEDS3 Eequired
13 PHYTEDS PHY TEDS1 Required
14 GeocLocTEDS Geographic location TEDS2 Opticnal
15 UnitsExtention Units extention TEDS2 Optional
16-127 — Reserved —
128-235 — Manufacturer-defined TEDS Optional
NOTES
1—A binary TEDS.
2—A text-based TEDS.
3—User-defined formation content.

Beside the required metadata, the format selectethé Sensor Registry Interface is the
optional Manufactured-defined TEDS (access codg, 2BXML example of which is:

<ReadTEDSHTTPResponse xsi:schemalLocation="http://localhost/1451HTTPAPI

http://grouper.ieee.org/groups/1451/0/1451HTTPAPI/Read TEDSHTTPResponse.xsd">

<errorCode>0</errorCode>

<ncapld>4</ncapld>

<timld>2</timld>

<channelld>1</channelld>

<tedsType>128</tedsType>

<teds>
<ObservatoryName>"obsea"</ObservatoryName>
<SensorType>"Hydrophone"</SensorType>
<longitude>"1.7523417"</longitude>
<latitude>"41.1819083"</latitude>
<altitude>"-19.32"</altitude>

<longName>"Acoustic Sensor"</longName>
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<Voice>"+34938967200"</Voice>
<eMail>"info@cdsarti.org"</eMail>
</teds>
</ReadTEDSHTTPResponse>

As Sensor Registry Interface mapping uses speawfines for sensors and observatories,
and those are case sensitive, a list of sensoolselvatory names are listed below, with
the corresponding Interface mapping name that MU&Tised in TEDS to comply with
the SRI transform engine

Acoustic Doppler Current Profiler “ADCP”
Conductivity “Conductivity”
Conductivity, Temperature, Depth “CTD”
Current “Current”
Depth “Depth”
Dissolved Oxygen “‘DO”
Flow “Flow”
Fluorometer “Fluorometer”
Hydrophone “Hydrophone”
pH “pH”
Seismometer “Seismometer”
Temperature “Temperature”
[ ObservatoryName [  TEDSName |
Arctic “arctic”
Black Sea “black”
EAST SICILY “eastSicily”
EASTERN MEDITERRANEAN | “easternMediterranean”
IBERIAN “iberian”
Koster Fjord Demonstration “fjord”
Observatory Western Sweden
LIGURIAN Sea- Antares “ligurian”
MARMARA SEA ‘marmara’
Nordic Observatory - The MOEN “nordic”
Norwegian “norway”
Canary Islands PLOCAN “plocan”
PORCUPINE/CELTIC “porcupine”
OBSEA “obsea”
TEST “testObs”

5.2.7.3.2 Example
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Find below a typical list of operations to registeeCTD with IEEE1451 TEDS via the
ESONET SRI. This CTD is connected to the OBSEA plegery located off-Barcelona,
Spain.

Interface CTD reguest

IP Address esonet epsevg.upc.es
ncap 4

timID 1

channelld 1

Introduce Sensor

C47A54CF-EBB0-0001-205B-14E058101964

Load TEDS

UuID

Obsea IEEE1451 CTD response

observatory: obsea

sensor: CTD

longitude: 1.7523417

latitude: 41.1819083

altitude: -19.32

longMame: Conductivity, Temperature and Depth Sensor
phone: +34938957200

eMail: info@cdsarti.org

Thank you
Sensor TEDS has been correctly loaded

Reqgister Sensor

Reqistry Interface
CTD SML generation

Once the sensor is registered in the database ¢liftking on “Register Sensor” button),
a complete CTD SensorML file has been created afmhded to the database. The View
sensor function allows you to verify if the processs a success.

See below a fragment of the SensorML file wheresiresor geo-location and identifiers
were acquired and processed based on the TEDS.

Station Location Value UoM Reference Frame Definition
longitude 1.7523417 deg urn:ogc:def:crs:EPSG:6.15:4326 urn:ogc:def:phenomenon:longitude
latitude 41.1819083 deg urn:ogc:def:crs:EPSG:6.15:4326 urn:ogc:def:phenomenon:latitude
altitude -19.32 m urn:ogc:def:crs:EPSG:6.15:5113 urn:ogc:def:property:OGC:altitude
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<swe:Vectorgml:id="STATION_LOCATION"
definitior="urn:ogc:def:property:OGC:location"
<swe:coordinatelame"longitude'>
<swe:QuantityaxisID="x" referenceFranurn:ogc:def.crs:EPSG:6.15:4326"
definitior="urn:ogc:def:phenomenon:longitude"
<swe:uomcode="deg"/>
<swe:value2.752341%/swe:value>
</swe:Quantity>
</swe:coordinate>
<swe:coordinateame"latitude">
<swe:Quantityaxis|D="y" referenceFram=urn:ogc.def.crs:EPSG:6.15:4326"
definitior="urn:ogc:def:phenomenon:latitude”
<swe:uomcode="deg"/>
<swe:value#1.1819088/swe:value>
</swe:Quantity>
</swe:coordinate>
<swe:coordinateame"altitude">
<swe:Quantityaxis|D="z" referenceFram#urn:ogc:def.crs:EPSG:6.15:5113"
definitior="urn:ogc:def:property:OGC:altitude"
<swe:uomcode="m" />
<swe:value>19.3%/swe:value>
</swe:Quantity>
</swe:coordinate>

</swe:Vector>

uuid C47A54CF-EB80-0001-205B-14E058101964 urn:uuid
shortName urn:ogc:def:identifier:OGC:shortName
longName Conductivity, Temperature and Depth Sensor urn:ogc:def:identifier:0GC:longName

<identifier name="uuid">
<Termdefinitior="urn:uuid">
<value>xC47A54CF-EB80-0001-205B-14E0581019%¢lue>
</Term>
</identifier>

46



<identifier "shortName=
<Term "urn:ogc:def:identifier:OGC:shortNantwe"
<value/>
</Term>
</identifier>
<identifier "longName’
<Term "urn:ogc:def:identifier:OGC:longName"
<value>Conductivity, Temperature and Depth Serdaalue>
</Term>
</identifier>

Sensor Registry Interface CTD update

Once the sensor has been created with the minnfaation (longName, ownerPhone,
ownerEmail, longitude, latitude and altitude), tler can update the sensor metadata
using the Update sensors registered in databasgdnon

operatingDepthCapability 100 m urn:ogc:def:classifier:SBE:depthCapability
survivalDepthCapability 150 m urn:ogc:def:classifier:SBE:depthCapability
quantizationResolution 5 bit urn:x-esonet:property:quantizationResolution
sampleRate 500 Hz urn:ogc:def:property:SBE:sampleRate
<capabilities "operationalRestrictions"

<swe:DataRecord>

<swe:field "operatingDepthCapability'
<swe:Quantity. "urn:ogc:def:classifier:SBE:depthCapabilisy"
<swe:uom ‘m" />

<swe:value200</swe:value>

</swe:Quantity>

</swe:field>
<swe:field "survivalDepthCapability*
<swe:Quantity "urn:ogc:def:classifier:SBE:depthCapabily"
<swe:uom ‘m" />

<swe:value250</swe:value>
</swe:Quantity>

</swe:field>
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</swe:DataRecord>
</capabilities>
<capabilities "measurementCapabilities"

<swe:DataRecord>

<swe:field "quantizationResolutior'
<swe:Quantity "urn:x-esonet:property:quantizationResolutmn”
<swe:uom "bit" />

<swe:values</swe:value>

</swe:Quantity>

</swe:field>
<swe:field "sampleRate®
<swe:Quantity "urn:ogc:def:property:SBE:sampleRate"
<swe:uom "Hz" />

<swe:values00</swe:value>
</swe:Quantity>
</swe:field>
</swe:DataRecord>

</capabilities>

5.2.7.3.3 Current State and Next Steps

Currently the ESONET Sensor Registry Interfacedeasgloped the possibility to register
new Sensors in database using IEEE 1451. Using @B&8&servatory, two sensors

registration (CTD and Hydrophone) have been testgttessfully. Next steps are to
extend these tests to the rest of sensors mangge&®NET group and to invite other

ESONET Observatories with IEEE 1451 technologyeggister through sensors using the
Sensor Registry Interface.

5.2.7.4 Interoperability OBSEA and MARUM
- By MARUM

Within ESONET MARUM is heavily involved in the woidn sensor standardization and
interoperability and data management of real-tigi@a dFor the ESONET cabled test sites
project work MARUM contributed with testing ROV depment procedures for
instruments at the OBSEA test site and evaluatiegs@r interface standardization
concepts. Within the past 12 months a new compoifeerfacilitating the integration of
new sensors into a standardized data collectioesybas been introduced — the sensor
interface descriptor (SID) concept. This conceptcisrently implemented and was
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demonstrated during the3Best Practices Workshop in Marseille in Decemb@&t(2
The SID can be seen as filling the gap betweersémsor hardware interface and the
Sensor Web Enablement scheme that has been ingddhycthe OGC as a standard for
accessing sensor data via Web services. This cohespbeen already tested in the lab
and will be implemented by UPC on their OBSEA ocehgervatory. In particular this
concept opens up a new perspective on implemetiten&lug and Work concept.

In regard to sensor calibration and qualificatitve fprocedures described within the
ESONET deliverable report D 36 are currently unelaluation to what extent this can
be used as a template within the cabled test sgiergnents. The main focus was to seek
for an adequate description of the data qualityetasn the manufacturer specifications
and the results from the calibration cycles. Théeque description of data quality is
important for defining minimum standards that oceaservatories shall comply with to
qualify for the ESONET label that is currently deypeed.

It is planned to carry out a ROV deployment testhet OBSEA site. Before that, a

simulation of the anticipated procedures can beethout. For that purpose a simulation
tool has been developed at MARUM. With the same RDMIar tests are planned at the
Kolj6 fjord test site and therefore the operatioas be compared to come up with a well
evaluated intervention scheme. Until now the ROtseould not be conducted due to
the fact that the system has been used on otheiromss The current plan is to carry out
tests in May/June '11 at OBSEA site, in particulargo through some underwater

connector tests, i.e. checking the reliability bé tconnection process. It is planned to
publish the results on one of the OCEANS conferemeesimilar events.]

Data collected at OBSEA test site are availablenftbe OBSEA Web portal but the tools
are already in place to also make them availabieugh the MARUM ESONET data
portal. Both data information systems are base8emwsor Web Enablement tools that are
introduced by the Open Geospatial Consortium adaadard scheme. SWE is in
particular of interest for real- time data access.

5.3 Deviation explanation

The test experiment suffered some minor deviateorsa delay problem.

The water ingress in August 2010 and a softwardlpro of the Seabird CTD were
solved.

The unavailability of the ROV led to postpone th@\Rtests to mid 2011. It will be done
on other funding sources.

5.4 Qutreach

A film on Spanish TV (TV progradffRES14? from “Minute 14")explains the OBSEA
project and its link with ESONET.

2Video available onhttp://www.rtve.es/alacarta/videos/television/tesisensores-submarinos/755801/
Or in youtubehttp://www.youtube.com/watch?v=tL9w_8cYSal
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6 Koljo Fjord test experiments

6.1 Previously planned test experiment

6.1.1 Objectives of the Koljo Fjord test experingent
The tests in Koljo Fjord have to contribute to theropean Commission funded project
HYPOX that started in April *12009. One of the main objectives of HYPOX is tokea
the collected data according to GEOSS principleaila@vle to the ocean science
community. This is also in the interest of ESONE®,that synergies can be established
between ESONET and HYPOX. The planned deployment aliow testing a
combination of a fixed long term sensor array vdthadditional node to accommodate
other sensors.

The Koljo Fjord site is situated on the Swedish Wesast about 100 km north of
Gothenburg at a water depth of 45 m (see DeliverB5i8).

A short work plan was defined for each leader tagtin involved in the Koljo Fjord test
experiment:

Leader Institution Work plan: Tasks short description by partners involved

KDM-UNIHB KDM will provide a ROV Cherokee. Deploymeé procedure. Interoperability
UGOT will provide a ROV SPERRE if available befddarch 2011. Sensor
UGOT calibration; Access to data in real time pending.

School materials.

6.1.2 Detail planned costs and grant allocatiortferKoljo Fjord site

Total
Partners Personnel Equipment Accr)rr?rgﬁetl)gatior Other Subcontracting | Indirect costs | Total costs| ESONET
(€) (€) © (€) (€) ) () contribution
€
UNIHB 25 00( 10 00( 5 00C¢ 10 00( 0 9 00( 59 00( 2517¢
UGOT 70 00( 10 00( 5 00( 51 00( 0 28 20( 164 20( 54 82:
TOTAL 95 000 20000 10 000 61 000 0 37200 223200 80 000

6.2 First results of the Koljo Fjord test experimens

6.2.1 _Equipment preparation, tests on land andogiamnt
The primary goal of the Koljo Fjord/ESOFLEX obsensg was to provide a platform
for carrying out long-term tests under controllegnditions in an easily accessible
environment. This is particularly important for bemchemical sensors that might
undergo significant drift effects during long-teraeployments. The Koljo Fjord
observatory is a compact, movable and flexible edlobservatory with the possibility to
connect four experimental nodes (see Figure. @BErause of easy access, highly
variable conditions and monthly water sampling daality control (within the Swedish
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National monitoring program) the Koljo Fjord is @aeal location for advanced testing of
different sensors and systems.
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N1 =Back upbatery for 1day
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Figure 6.1: The outline of the Koljofjord observato

Because of the adverse weather conditions witlk $odid ice during the last few months
the completed system could only be tested in tber&ory up to now. However, all

necessary tests to prepare for the deployment renently been carried out with two

instruments (Seaguard and RDCP) attached with #®sstance of the company
Develogic in Hamburg on March %2 In figure 6.2 some of the essential, finalized
components are displayed — the ROV cable, the ssideecommunication cabinet, and
the underwater node.

The observatory was deployed in the Koljo Fjordl8r19 April 2011.
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Figure 6.2: Top left- 600 m of ROV cable on a drum ready for deploymen
Top right— view into the shore side cabinet containinggbeer supply and
communication modules. Either UMTS or DSL linesloaemployed to transmit data in
real- time.
Lower part— A view of the central underwater node with mexdiaverter for the fiber
optic transmission and control electronics.

‘ @ ]avadoci@ Declaration i 4 servers | B Console £

REEE oy =0
EKo\joe [Java Application] fusrflocalfjdk1.6.0_17/binfjava {Mar 22, 2011 2:47:45 PM)
| (Re-)Connecting to device...
Strength 0 50 3 -51.7778 SignalStrength 0 51 3 -51,7433 SignalStrength 0 52 3 -51.8692 S1gne |
(Re-)Connecting to device... b |
suspend_rdep  RDCPS00 594<CRC>38800<CRC/>

(Re-) Connecting to device...
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@ Javadoc |[& Declaration | # Servers | Bl Console 2 R R BEIENE

<terminated> Koljoe [Java Application] jusr/localfjdkl.6.0_17/binjjava (Mar 22, 2011 2:51:13 PM)
t="%0.3f" RangeMin="0" RangeMax="90">

(Re-)Connecting to device...

mat="%0.3f" RangeMin="0" RangeMax="500"> b
(Re-)Connecting to device...

1n="0" RangeMax="150">

(Re-)Connecting to device...

="40">

(Re-)Connecting to device...

angeMin="-300" RangeMax="300">

(Re-)Connecting to device...

cm/s" Format="%0.3f" RangeMin="-300" RangeMax="300">

(Re-)Connecting to device...

(Re-)Connecting to device...

sition=0.0</VerticalPosition>

(Re-)Connecting to device...

ue>-0.185474</Value>

(Re-)Connecting to device...

Figure 6.3: Two screenshots showing the data todected remotely by the MARUM
SOS client.

Data flow was successfully tested employing the R&@¥le and using AADI software
(RT collector) and custom software developed by MR In figure6.3 the basic output
of an acoustic current meter and the central SEABDAontroller are displayed within
two screenshots. The interaction with the instrumér selecting the sampling
configuration and the instruments status was alsoessfully tested. A major issue is to
assure proper function of the power supply throtighentire length of the ROV cable.
This proved to work reliably during the lab tegtmally the USV device was tested by
disconnecting the power line when in this case W& immediately, without any
interruptions, has to take over the energy supply.

These initial tests were successful. However, mdetailed information on the
instruments'.

6.2.2 _Sensor and measuring system calibrationgjaalification

The Koljo Fjord offers highly variable and dynamionditions of most parameters
making it a suitable site to test new equipmerthallenging environments. Some of the
encountered variability includes:

* Temperature variations from -0.5 - 25°C

» Salinity variations from 20 - 34 psu

» Dissolved oxygen variations from 0 - 150% saturatio

* Frequent occurrence of hydrogen sulfide and higiteotrations of methane in

deeper layers.

* pCQG variations from 100-4000 patm

» High variability of nutrient concentrations

* High primary production during spring-summer-autumn

» High fouling during spring-summer-autumn

In addition high quality monthly water samplingdgne close to the deployment position
of the observatory by the Swedish Meteorological &tydrological Institute (SMHI).
These data are typically available about 1 monthrafampling on the Internet. Data
from this site exists since 1934. Sampled parametaeiude: Temperature, salinity,
oxygen, pH, HS, nutrients, chlorophyll a etc. at multiple wadepths.
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In the first step the observatory will be deployetih instrumentation to monitor
background conditions in the fjord. For this pumos SEAGUARD string logger
(acquired and used within the EU-HYPOX project, Beldw) is connected together with
a multisensor acoustic current profiler RDCP-60@rived from Aanderaa Data
Instruments, Norway) to node 1 (seefigure 6.1 apove

The SEAGUARD string logger with a 20 m long senstiing have been used in the
Havstens/Koljo Fjord system by the University of tnburg since November 2009
(figure6.3) as part of the HYPOX project. One ititem of these measurements is to
assess when and how frequently water exchangdseirfjdrd system occur. The field
data are used to improve an environmental modeichwhas been established for the
area. With a well functioning model that can mirtlie present situation, different future
scenarios will be simulated. In Figure 6.4 datanfnrmeasurements every 30 minutes are
presented and compared with results from a neaabypkng station included in the
national Swedish monitoring program operated by 8veedish Meteorological and
Hydrological Institute (SMHI). The intention of theonitoring program is to do monthly
ship monitoring. Due to severe ice conditions i@ winter of 2009-2010 there is a four-
month gap in the ship data. As can be seen in &igut sensor and monitoring results
correspond fairly well (please observe that measanés and sampling are not done at
the exact same locations and depths). The vatwloli all parameters is large and
monthly data cannot resolve temporal variationthiat and probably most other, coastal
sites. Monthly ship data are however very usefudhteck the quality rendered by in-situ
Sensors.
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Figure 6.4: UGOT SEAGUARD with 2C
string on-deck before deployment. It
measures: Currents at one level, Water

level, Cond/Sal/Temp at 4 levels/Temg

at 3 levels. There is room for 11 additio
sensors. The autonomy of the system is
about 1 year using internal batteries and

set to record data at 20 min intervals.

03 Nov 2009 - 12 Apr 2010, Havstensfjord, 24-m site,
Seaguard with 20-m line, sensor data and SMHI observations
T T T 1] 450

Oxygen, uM

Salinity, PSU

T T
at 24.5 m (tide&pressure #80) —— |
SMHI Havstensfjord @ 5 m
SMHI Havstensfjord @ 10 m
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Figure 6.5: Examples of oxygen, salinity and terapee measurements obtain with a
SEAGUARD with 20 m string in the Havstens FjordtsDo the plots represent ship
monitoring data collected by SMHI from a nearbytista
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The RDCP-600 is a commercially available acousticent profiler, which does not only

provide the user with information about currents @n example see figure 6.6 below) in the
water column. It is a flexible instrument with feeds like the ability to measure surface
currents and collect data from on-board environalesgnsors (salinity, temperature, oxygen,
turbidity, water level and waves). In addition tleoustic signal transmitted by this
instrument can also be used to track movementsgofzeoplankton and to assess mixing
depths of waves.

Fig. 6: Loch Creran, Detail East Speed
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Figure 6.6: RDCP-600 data recorded in Loch Creragstern Scotland.

When the observatory is in operation in the Koljoré the intention is that the following
background data are provided at 10-60 minute iater(depending on the selected set-up) by
the combined SEGUARD/RDCP node:

* Horizontal currents in the entire water column at tesolution

* Acoustic signal strength in the entire water coluahda m resolution

* Water level measured at two positions

* Oxygen measured at 5 depths

» Salinity measured at 5 depths

* Temperature measured at 11 depths

A couple of months after the deployment of the ols®ry the intention is to add 2-3
recently developed pCQoptodes to empty slots on the Seaguard stringeline testing.
These will be the first sensors from a new designet tested.

After the observatory has proven to be fully operstl for some months the next step will be
to add a planar optode module to one of the empties. To operate this instrument both
DSL and serial communications will be needed.



The planar optode technique provides two-dimensidnaages/photos of the oxygen
distributions in the sediment and at the sedimeatew interface. At the University of
Gothenburg this technology has been developedutmmamous operation on benthic landers
(see Figure 6.7 below).

Anoxic sediment

Figure 6.7:_Left the G6teborg minilander equipped with an autonosnplanar optode being
recovered in the Gulf of Finland (Baltic Sea). Rijgixample of oxygen image data provided
by the planar optode in the Gulf of Finland.

6.2.3 _Return of experience of operations at seardadrentions by ROV
Until now the ROV tests could not be conducted wuthe fact that the system has been used
on other missions and because of ice cover on te Kjord. The current plan is to carry out
tests in May/June 2011 at the Koljo Fjord site andparticular to go through some
underwater connector tests, i.e. checking the hiitia of the connection process. It is
planned to publish the results on one of the OCEABISerences or similar events.

6.2.4 _Data management preparation
Like for the OBSEA cabled test site it has been liighest priority to employ standard
methods for data retrieval and dissemination. Asagéter of fact the Koljo Fjord observatory
is 100% compatible in that regard to the OBSEA aitd the basic structure, using OGC web
services, has been described in the correspondinngpove. The challenge in this case lies in
the integration of the existing data acquisitiohesoe into the ESONET data management
framework.
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Figure‘ 6.8: Data collection structure predeterminggthe hardware manufacturer.

As seen in Figure6.8 the data access point of ehesauld be the AADI Real Time Collector.
In the case of the Koljo Fjord observatory the daten the instruments are actually buffered
in a separate controller in the wet part of théesysand then send out by UMTS to the central
shore based server where the AADI Real Time Cadalectill reside. This also offers
alternative ways of processing and distributing daéa. The data transmitted by UMTS will
be retrieved via a TCP/IP connection from the oleery and subsequently be stored in a
database on a server at MARUM. In order to acdesslata in a standardized way, an OGC
Sensor Observation Service (SOS) has been implecheatd installed. The SOS can be
queried by SOS clients and will retrieve the retgeeslata from the database and wrap it
according to OGC's Observations & Measurements (P&vandard. For PANGAEA
purposes, a SOS client has been developed. Thisreguest data from the SOS and
automatically prepare it for import into PANGAEANCe the data was imported, it will be
accessible via the PANGAEA websitetp://www.pangaea.dei.e. the ESONET web portal.
As mentioned above, this scheme follows compldtatystructure that is also used as part of
the OBSEA site.

6.2.5 Return of experience of equipment operation
See 6.3 below.

6.2.6 Quality and intercomparison of recorded data
See 6.3 below.
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6.2.7 _Standardization procedures
Data transport from the instruments to the hubbinet computers have been realized using
the infrastructure and software deployed by thenter company Develogic. Custom
software developed by MARUM will be used to retgedata from the hub / cabinet
computers and to store it in the database. Frotpthiat onwards and as mentioned in 1.1.4,
data retrieval will be realized by adhering to O&@&ndards (SOS and O&M).

6.3 Deviation explanation
Because of severe weather conditions and solit thec on the Koljo Fjord, it has not been
possible to install the test observatory in thej&®ljord yet. Sections 6.2.5 and 6.2.6 will of
this reason be reported after the installationctvlis scheduled to take place on 18-19 April
2011.

6.4 Contribution on ESONET outreach and training
This is reported in the dedicated deliverable D64.

7 Conclusion

Although it was started quite late in the projéicg Test Experiment has been able to prove
the high potential of European teams to operatiedatbservatories. The Tests benefited of
infrastructure building budgets outside ESONET MTARES, SN-1, Koljofjord and
OBSEA sites. The experiments performed by ESONBE lshown the advances made in
sensor interfaces, data management, subsea iniervand sensor qualification. It is an
achievement of the 4 years work in ESONET forta tasks of WP2 (especially sensor
interfaces, subsea intervention and sharing tedicifities), WP3 (generic instrumentation
and specific instrumentation) and application &f ditest results of WP9 such as sensor
registry. The principle of data available in reald¢ from the subsea is now applied on the 4
cabled sites ; it is not planned to stop theseatjmars. The “test experiments” end up as pre-
operational observatory functioning, representadiva long lasting EMSO infrastructure at
Antares and NEMO-SN1 sites. (Note that it is a cement to the dataflow coming from
stand alone observatories deployed by ESONET aer sites such as MOMAR-D, MODOO
and Hellenic sites).

The main deviations came from ROV unavailabilityB&EA, SN-1, Koljofjord) and delays
of providers. The thick ice coverage of winter 221111 in Koljofjord was quite unexpected.
The reaction of the teams to these deviations Wizseat.

At the end of ESONET (February 2011), all the ekpents are not finished. They will use
non ESONET budgets to operate the final sea opasatbn SN-1 and Koljofjord especially
and an additional ROV test on OBSEA.

A panel session in a Best Practices Workshop asaged in ESONET Vi will be needed to
share the additional experience gained during taddéional sea tests.
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