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Surface currents in the Dead Sea, as measured by two land-based HF (high fre­
quency) radar stations in autumn 1984, are analysed. High horizontal variability 
is observed, which may partly be explained by the inhomogeneous wind field. 
Decomposition into empirical orthogonal eigenfunctions (EOF) shows that the 
currents may not be represented by a small number of patterns. The forcing of 
currents by wind is proved through significant correlation between both. Spatial­
ly-averaged rotary spectra provide evidence of the presence of inertial oscilla­
tions. The data set allows the calculation of horizontal derivatives. Time series of 
divergence and curl are presented. By estimating the advective terms of the 
Navier-Stokes equation it is shown that nonlinear effects are important. 

Variabilité horizontale des courants de surface en Mer Morte. 

Les courants de surface en Mer Morte mesurés par deux stations radar HF 
terrestres en automne 1984 sont analysés. La grande variabilité horizontale 
observée est en partie expliquée par les inhomogénéitiés du champs de vent. La 
décomposition sous forme de fonctions propres orthogonales empiriques (EOF) 
montre que les courants ne peuvent pas être représentés par un nombre réduit des 
modes. Le forçage par le vent est prouvé par une corrélation significative entre 
vent et courants. Les spectres rotatifs moyennés spatialement mettent en éviden­
ce la présence d'oscillations d'inertie. Les données permettent le calcul des déri­
vées horizontales. Les distributions temporelles de la divergence et de la vorticité 
sont présentées. En estimant les termes d'advection de l'équation de Navier­
Stokes, il est montré que les termes non-linéaires sont importants. 

Oceanologica Acta, 1995, 18, 4, 455-467. 

During autumn 1984, the Weizmann Institute of Science 
(Israel) and the Institut für Meereskunde at the University 
of Hamburg (Germany) performed a joint experiment in 
the Dead Sea. Part of the investigations involved the moni­
toring of sea-surface currents by means of a Coastal Radar 

(CODAR). This system yields mean current velocities, 
averaged vertically over about the first 0.5 rn, horizontally 
within sorne 10 km2 , and over a time of 18 min. Two radar 
stations at locations sorne 20 km apart (each measuring 
radial current speeds) are necessary to construct the two­
dimensional vectors, which are then available on a grid of 
1.5 km spacing in the Dead Sea. For the performance of 
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CODAR the water has to be conductive, i.e. salty. Only a 
few inland seas in the world fulfill this requirement. For 
this reason, the data set presented here can be considered to 
be unique. 

The Dead Se a is located in the Jordan Rift V alle y, at the 
lowest point on the surface of the earth, more than 400 rn 
below sea level. lt has two basins, a large northem and a 
smaller southern one, which has now dried out. The topo­
graphy around the Dead Sea is very ragged. The peaks of 
the surrounding mountains reach 1150 rn above mean sea 
level. The sea is located in a channel with many dry river 
beds. Its length is 50 km and its width at most 17 km. lts 
average depth is 180 rn, the maximal depth nearly 330 m. 
Its salinity at the ti me of our measurements was 27.7 % 
and its density 1.236 g/cm3• Since the Dead Sea has no out­
flow, evaporation is the only mechanism by which it !oses 
water. 

Sirkes ( 1986, 1987) analysed sea-level fluctuations in the 
Dead Sea from summer 1981 and autumn 1984. The spec­
tral analysis of the summer data, when the Dead Sea was 
stratified, revealed peaks at frequencies which correspond 
to the periods of 24 h and those of internai seiches. These 
peaks were not present in the autumn data, where the verti­
cal density stratification was homogeneous. The diffe­
rences in sea-level time series for summer 1981 and 
autumn 1984 are due not only to different stratifications 
but also to different wind regimes. During summer there is 
a very constant diurnal wind in the north-south direction, 
whereas the wind pattern in autumn is irregular. This irre­
gularity strongly influences the surface currents, as Sirkes 
( 1986) discussed by means of selected CO DAR maps. In a 
more concentrated form, these results are presented in a 
book article by Sirkes et al. (1995). 

Essen (1993) investigated the forcing of (CODAR-measu­
red) surface currents by wind in different areas of the Bal­
tic and the North Sea, and included also sorne data from 
the Dead Sea. With respect to the correlation and the vee­
ring of current against wind direction, he found evidence 
for Ekman-type currents in aU the areas considered. Becau­
se of the uniqueness of the CO DAR data set from the Dead 
Sea, the authors decided to continue with the analysis, pla­
cing more emphasis on the horizontal variability. After 
long periods of interruption, this work now came to a cer­
tain end. 

Surface currents in the Dead Sea are obviously driven by 
wind. By means of the method of vector correlation it has 
been found that about 45 % of the current variance can be 
explained by linear wind-forcing, and the current turns to 
the right by Il degrees against the wind. These results 
refer to a position close to the coast, where reliable wind 
data were available, but the current may be affected by the 
topography or could be remotely driven. The maps of sur­
face currents are very complex, somehow random-like. 
The attempt at identifying a few dominant patterns by 
means of decomposition into empirical orthogonal eigen­
functions (EOFs) was not very successful, except for the 
first EOF. This appears to be rather homogeneous and 
accounts for 53 % of the variance of surface currents, i.e. 
in ail Jikelihood contains the response to changes of the 
mean wind field. 
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Spectral analysis of the time series available has been per­
formed. In order to increase the statistical significance, the 
spectra of the current velocity have been averaged over ali 
grid points. For both wind and current, no diurnal peak 
could be found. Rotary spectral analysis reveals the presen­
ce of inertial waves. Clockwise rotating currents account 
for the predominant portion of variance around the inertial 
period. The broad peak may be explained by the assomp­
tion that these oscillations are relatively short events. 

The CODAR data permit the computation of horizontal 
derivatives and deduced values like divergence and curl. In 
addition, the acceleration terms in the Navier-Stokes equa­
tion can be determined and compared with each other. In 
order to assess the accuracy of the results, sorne emphasis 
has been laid on the estimation of errors. To obtain reliable 
horizontal derivatives, averaging has to extend over sorne 
5 km to 10 km in both coordinates. In general, the values 
of curl and divergence are considerably smaller than f. A 
period of downwelling in the southern Dead Sea could be 
identified, which coïncides with strong south-directed cur­
rents. Comparing the acceleration terms it may be conclu­
ded that generally the linear terms, i.e. the temporal and 
Coriolis acceleration, exceed the advective (nonlinear) 
terms. But the dominance is not so strong that nonlinear 
effects can be neglected. 

MEASUREMENTS 

CODAR was developed for measuring surface currents in 
coastal areas. The physics behind the system is Bragg scat­
tering. An electromagnetic wave is backscattered from sur­
face waves of half its wavelength running towards or away 
from the radar site. The Doppler shift of the received signal 
is determined by the phase velocity of the scattering surfa­
ce wave, which is known from the dispersion relation. 
Deviations from this theoretical value are assumed to be 
due to underlying currents. A detailed discussion of the 
theoretical background and the rea1ization of the measuring 
system of COD AR is given by Barrick et al. ( 1977). 

The CODAR of the University of Hamburg is a modified 
version of that developed by Barrick et al. ( 1977), and has 
been successfully operated in a number of experiments in 
the Baltic and North Seas (Essen et al., 1984; Essen et al., 
1988; Essen et al., 1989). The frequency used is 
29.85 MHz, corresponding to a wavelength of about 10 m. 
One CODAR site measures radial current speeds with res­
pect to its position. Two distinct sites are necessary to 
obtain two-dimensional current vectors. In general, the 
range of each site is between 30 km and 50 km, mainly 
depending on sea state. Though the surface of the Dead 
Sea sometimes looked very calm, we always obtained 
return signais, but in a few cases the ranges were limited to 
20 km. The two CODAR stations were located at Kidron 
and Ein-Gedi (KI and EG in Fig. l, respectively). In order 
to obtain a high spatial resolution (1.2 km), 8 JlS transmit 
pulses were used instead of 16 JlS pulses as in the experi­
ments mentioned above. 



31•10'N 

35° 20' 35°30' 

Figure 1 

Map showing the bathymetry of the Dead Sea and the locations of 
measurements: Beit-Ha'arava (BA), Kidron (KI), Ein Gedi (EG), 
floating station (SE), Aanderaa mooring (AA), hydrographie station 
(HS). The depth contours are in metres and refer to the lake surface. 

The CODAR measurements were carried out over nine 
days, at !east twelve times a day. The obtained current 
velocities are mean values, averaged over 18 min in time 
(measuring time), vertically over about 0.5 rn from surface 
(as deep as the scattering waves "feel" currents), and hori­
zontally within a circle of 2 km radius (depending on pulse 
length and processing algorithms). Each CODAR measu­
rement yields a map oftwo-dimensional currents. 

Figure 1 shows the geography and bathymetry of the Dead 
Sea. Measurements at the different locations indicated 
were carried out between 24-Nov. and 2-Dec. 1984. In the 
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morning of 27-Nov. a temperature profile was taken off 
Ein-Gedi in the central lake (HS in Fig. 1) and water 
samples from different depths were collected for analysis 
of their salinity (Anati, 1984). From these two types of 
measurements it was found that the vertical density stratifi­
cation down to 60 rn was homogeneous. This finding is in 
accordance with the fact that surface-leve! measurements 
showed no indication of the presence of internai seiches, in 
contrast to observations in summer 1981, cf Sirkes ( 1986, 
1987). 

Winds are measured routinely by different institutions at 
severa! locations on the western shore of the Dead Sea and 
at one station in the sea, which are are indicated in Fi­
gure 1: Beit Ha'arava (BA), Kidron (KI), Ein Gedi (EG), 
sea station (SE). Ail measurements were taken 3 rn above 
ground except the measurements at sea, which were taken 
7 rn above sea surface. Time series of wind from the four 
stations are displayed in Figure 2. Despite the obvious cor­
relation it may be stated that there are considerable diffe­
rences in the wind patterns and the wind field cannot 
considered to be homogeneous over the sea. lt is most like­
ly that these differences are caused by the ragged topogra­
phy around the Dead Sea. 

Figures 3-4 show examples of current maps. A more detai­
led discussion of these maps than that presented here is 
given by Sirkes (1986). Mean current velocities, as defined 
above, are represented by arrows centred at the respective 
grid points. The grid distance is 1.5 km. That means, adja­
cent current vectors are not independent of each other, as 

wind (KI) 5.0m/s 

wind (SE) 5.0m/s 

25 26 27 28 
Nov 

29 3 30 2 
Dec 

Figure 2 

Time series ofwind vectors (stick plot). The measuring positions are 
given in Figure 1, times are in UTC. 
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5km 5km 

25 cm/s 25 cm/s 

31ÜJON 31ÜJON 

C2 

26-NOV-84 06:00 26-NOV-84 07:00 

35ÜJOE 35ÜJOE 

Figure 3 

Examples of two-dimensional current fields, as measured by CO DAR in the Dead Sea. Positions of the CO DAR sites are marked by diamonds 
(Cl and C2). Vectors, representing the current velocity, are centred at the grid points with 1.5 km spacing. 

there is sorne overlap of the averaging areas. Figure 3 
shows the typical circulation pattern in the Dead Sea 
during the first three days of our measurements, with two 
different flow regions in the northem and southem part of 
the sea. Wh ile the south-south-westerly directed currents in 
the south are relatively stable, the currents in the north 
change direction continuously in clockwise direction. The 
two maps presented are separated by one hour and show 
only slight changes over this period. The two maps in 
Figure 4 are separated by six hours. During this time the 
flow pattern bas changed completely, obviously due to an 
abrupt change in wind direction, cf Figure 2. 

In addition to the surface currents, as mapped by CODAR, 
sub-surface currents have been measured by means of 
moored Aanderaa current meters at 5 rn and 10 rn depth 
(AA in Fig. 1), i.e. close to the floating station. During the 
measuring period the current meters became increasingly 
covered by salt, which led to a standstill of the rotor at 
10 rn depth after 150 h of operation. Figure 5 displays the 
wind at the floating station (7 rn above sea surface), current 
velocities as measured by CODAR at this location and the 
sub-surface currents from the current meters. Wind and 
sub-surface currents have been sampled every 112 h. The 

458 

CODAR measurements are available with different sam­
pling: 1 h and 2 h and sorne data lacking because of system 
failures and unsufficient radar propagation conditions. The 
temporal averaging is about the same for both current-mea­
suring systems, 18 min for CODAR and 30 min for the 
current meters. 

WIND-DRIVEN CURRENTS 

Currents in the Dead Sea are driven by wind. For the mea­
suring period in autumn 1984 the winds have been rather 
variable, both in time and space. The complex structure of 
the current fields, as observed in the CODAR maps, is 
partly due to winds but other influences also have to be 
considered, like the topography or the earth rotation. These 
influences are investigated by means of time-series analy­
sis. The vector correlation between current and wind and 
currents at different depths is discussed. Variance spectra 
of current and wind are compared, and a two-dimensional 
EOF-analysis is performed. 



5km 

C1 25 cm/s 

31~0N 

29-NOV-84 10:00 

3S030E 

Figure4 

Same as Figure 3. 

Vector-correlation 

The time series of wind and current are available in terms 
of two-dimensional horizontal vectors, which are represen­
ted by complex numbers, 

(1) 

where v; and u; are the north- and east-component, respec­
tively, and i counts the time. With this notation, the angles 
{}; count clockwise from north. For the following analysis 
it is assumed that the time series are of zero mean, i.e. the 
mean has been subtracted. 

The linear dependence of two complex time series may 
conveniently be investigated by means of vector correla­
tion, which also determines the angle between the vectors 
correlated most strongly. This method is based on Kundu 
and Allen (1976) and has been applied to CODAR measu­
rements from different areas by Essen (1993). ln order to 
account for a possible delay of currents against wind, we 
considera time lag between the time series. The complex 
cross-correlation function is defined by, 

Pn = IP.I exp (icp.) 

- ,Lwli+nw;; I(_Liwl,Liwz;l2
)

112 

i i i 
(2) 
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5 km 

25 cm/s 

31o:30N 

C2 

29-NOV-84 16:00 

3S030E 

where n is the time lag in terms of the sampling interval. 
The asterisk denotes the complex conjugate and the sums 
are taken over ali measurements available. Cfln is the mean 
angle between the vector series. In the case of identical 
time series, i.e. wli = w2;, the above formula describes the 
auto-correlation function, which is real and symmetric 
around zero time lag. 

In addition to the correlation function we also discuss the 
regression coefficient (at zero time lag), 

ro = lro 1 exp (icpo) 

= ~ wliw;; 1 ~lwzJ (3) 
1 1 

the magnitude of which describes the mean ratio of ampli­
tudes ofthe two time series, and cp0 is the same as in (2). 

Figure 6 (upper part) displays the auto-correlation func­
tions of the time series under consideration, based on 
112-hourly sampling. The missing CODAR data have been 
substituted by means of cubic spline interpolation. For a 
time lag up to 6 h, the auto-correlation function shows 
similar behaviour for ail time series. The different shape of 
the CODAR auto-correlation around zero is an artifact of 
the spline interpolation and not real. As a result, we find 
currents to have approximately the same correlation time 
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wind (7m) 

current (Om) 

current (5m) 

current (1 Dm) 

25 26 27 

Figure 5 

28 
Nov 

S.Omis 

0.2 m/s 

0.2m1s 

0.2m/s 

29 30 2 3 
Dec 

Vector-time series of wind (7 m above surface), surface currents 
measured by CO DAR ( both at position SE in Fig. 1 ), and suh-surface 
currents at 5 m and JO m depths as measured by Aanderaa current 
met ers (position AA in Fig. 1 ). 

as wind. At larger time lags, the winds show sorne diurnal 
periodicity at 24 h and the currents around 15 h. 

From Figure 5 a strong correlation between the different 
time series may be expected. But this mainly applies to the 
mean direction. Winds blowing towards the south domina­
te and drive surface currents in the same direction. By sub­
tracting the means from the time series, a considerable part 
of the correlation is !ost. Figure 6 (lower part) displays the 
magnitudes of ali possible cross-correlation functions, i.e. 
1 Pnl as defined by (2). Except for the currents at 5 rn and 
10 rn, the cross-correlations have tlat structures near zero 
!ag, and no general statement can be made about time lags. 
Surface currents seem to follow the wind without delay, 
i.e. with a lag not larger than resolvable (1 h). 

In Table 1 the complex regression coefficient and the cor­
relation coefficient (i.e. the respective function at zero time 
!ag) are summarized. With respect to the CODAR measu­
rements no interpolated data are used and the results differ 
slightly from those in Figure 6. The probabilty distribution 
of p0 , as absolute value of a complex number, is not the 
same as that of the correlation coefficient of real time 
series. A 95% limit for the hypothesis of zero correlation 
has been determined empirically from a great number of 
time series of uncorrelated normal-distributed random 
numbers. For the measured time series we assumed a cor­
relation time of 5 h, estimated from the auto-correlation 
functions in Figure 6, and obtained M = 30 statistically 
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Table 1 

Magnitude 1 ro 1 and veering Po of the complex regression coeffi­
cient (3), and ab.volute value (at zero lime !ag) 1 p0 1 of the complex 
auto-correlation for time series of wind and current. M = estimated 
number of independent measurements, Pa= 95% limit for zero corre­
lation. 

Wt[rnls] w2[rn!s] lrol <po [deg] IPol 
cur (0) wind 0.0 16±0 .004 11±11 0.65 

cur (5) wind 0.01 0±0 .004 -29±22 0.43 

cur (1 0) wind 0.006±0.003 -22±25 0.34 

cur (5) cur (0) 0.42±0.17 -30±18 0.46 

cur (10) cur (0) 0.21±0.12 -15±29 0.30 

cur (10) cur(5) 0.54±0.18 -5±8 0.46 

M=30 ,p0 =0.32 

independent data for the series of 150 h duration. The res­
pective limit Pa for zero correlation is presented in Table 1. 
lt may be concluded that there is a significant correlation 
between the time series, except for currents at 10 rn depth 
against wind as well as surface currents. 

Considering the north- and south-component separately, it 
transpires that most of the correlation is due to the north 
component (parallel to the coast). The same applies to the 
correlation of wind and sub-surface current. The relative! y 
low correlation of surface and sub-surface current may be 

correlation 

0.5 

0.6 

0.3 

0.6 

0.3 

0.0 

0.6 

0.3 

currents(1 Om)-(5m) 
0.0 

-12 0 +12 h -12 0 +12 

Figure 6 

Auto-correlation functions (upper panels) and magnitudes of the 
complex cross-correlation functiuns of wind and eurre nt at different 
depths, from the time series of Figure 5. 



explaincd by the different quantities they represent. While 
the CODAR data are spatial means over a horizontal circle 
of 2 km radius and a vertical layer of about 0.5 rn, the cur­
rent meters perform point measurements. Because of hori­
zontal variability, the se values may differ considerably. 
The highest correlation in Table 1 is that between surface 
current and wind, which indicates that 42 % (squared cor­
relation coefficient) of the surface-current variance is due 
to linear wind forcing. 

The standard deviations of 1 roi and cp0, as given in Table 1, 
have been dctermined from the covariance matrix of the 
complex regression coefficient r0 , using the linearized 
equations describing the dependence of <1 roi. <po) on ro in 
the vicinity of the respective quantities. The covariance 
matrix of r0 has been estimated from the measured data. 

The value of 1 roi represents the current-to-wind ratio or the 
dccrease of currents with depth, respectively. With respect 
to surface currents the current-to-wind ratio is 0.016. 
Again, for the north component only, we find the higher 
value of 0.019, which is in good agreement with values 
measured in the North Sea and the Baltic (Essen, 1993). 
This result is not evident because of the high salinity of 
Dead Sea water. As expected for wind-driven currents, 
their amplitudes decrease with depth. Regarding wind­
stress instead of wind-velocity, the above analysis yields 
simi1ar results with about 10% lower correlation to surface 
currents but the same correlations to sub-surface currents. 

According to Ekman's theory the angle <po. which des­
cribes the rotation of the first vector against the second, 
should be positive in ail the cases investigated in Table 1. 
In the northem hemisphere currents should tum to the right 
from wind, and rotate clockwise with increasing depth. In 
fact, <po is only positive for wind-driven surface currents. 
The discrepancy for the other cases may be explained by 
the position of the current meters close to the coast on a 
strongly sloping bottom, i.e. the influence of topography. 
In addition, the veering angles should be interpreted with 
caution because of their high standard deviations. 

Variance spectra 

Frequency analysis of the single time series available at a 
given position suffers from the limited length and the cor­
responding high variance of spectral estimation. Conside­
ring the time series at different grid points as part of the 
same ensemble, more accurate estimations may be obtai­
ned by averaging the different spectra. The variance spec­
tra of both components of surface currents and the rotary 
spectra in Figure 7 are computed from 75 grid points, 
covering the who le sea. Sorne statistical dependence of the 
data, due to the overlap of averaging areas and horizontal 
correlation, has to be taken into consideration. From the 
investigation of horizontal correlation lengths, it may be 
concluded that a number of 30 degrees of freedom (i.e. 
15 independent grid points) is a reasonable value. 

Because of the data available, variance spectra of wind 
refer to single ti me series, only. In order to suppress the 
high spectral variance, a running mean over five adjacent 
spectral !ines has been taken, which reduces the spectral 
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0.01 0.02 0.05 0.10 1/h 

dB 

30 
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20 
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Figure 7 

10 

(N) 

0.01 0.02 0.05 0.10 1/h 

dB t::,24h 

30 
I95% 

20 

0.01 0.02 0.05 0.10 1/h 

Spectral variance of current (bold /ines) and wind (thin /ines). The 
upper panel displays east-(E) and north-component (N), the lower 
panel rotary spectra with anti-(A) and clockwise (C) rotating compo­
nents. The dB-scale refers to ( 1 cm r 1 )2 in the case of currents and 
to ( 1 rn s 1 P in the case of winds. The current spectra re present an 
average over 75 grid points, the wind spectra are from a single time 
series smoothed by a moving average over five adjacent frequencies. 
The confidence limits are valid for the currents on/y. The 24 h and 
the inertial periodf are indicated by vertical/ines. 

resolution. Wind spectra from the three land stations and 
the floating station are quite different (not shown here). 
Wind spectra in Figure 7 are from the floating station, and 
show sorne similarity with those of the current (averaged 
over the whole sea). As already visible in the time series 
(Fig. 2), the north component of wind contains much more 
variance than the east component (Fig. 7, upper panels). To 
a lesser extent, this is also valid for the current. For the 
north component, current and wind show about the same 
frequency dependence ( ... f-2) at periods shorter than 24 h. 

In the rotary spectra of Figure 7 (lower panels), clockwise 
rotating currents are much more energetic around the iner­
tial frequency than anticlockwise rotating currents. This is 
not valid for the wind, where both components contain 
about the same variance. The reason for this finding is 
obviously the presence of inertial waves. The broad spec­
trum may be explained by relative! y short events of oscilla­
tions. In addition, damping may shift the actual inertial fre-
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quency to values somewhat below f. The jagged appearen­
ce of the spectrum is in accordance with the statistical 
uncertainty, as expressed by the confidence limits. 

Winds are strongly influenced by the diurnal warming 
and cooling and thus, a diurnal peak (24 h) was expec­
ted, but is present neither in the wind nor in the current 
spectra of Figure 7. A Iso the analysis of sea-level mea­
surements from autumn 1984 (Sirkes, 1986) showed 
only a very weak diurnal signal. However, short-period 
oscillations were observed, which could be attributed to 
(barotropic) surface seiches. ln agreement with numeri­
cal predictions, the sea-level spectra showed one distinct 
peak at about 34 min, the period of the first mode. 
Unfortunately, the 2 h sampling of the COD AR measu­
rements does not permit resolution of this period. The 
spectral analysis of the current-meter data (not presen­
ted here) reveals sorne energy at frequencies above the 
Nyquist frequency of the CODAR time series, but no 
distinct peak. This high-frequency variance is relatively 
low and aliasing should affect only the high-frequency 
tail of the CODAR spectra (above about 0.15 h-'). 
lndeed, the spectra of Figure 7 show sorne indication of 
this effect. 

Empirical orthogonal eigenfunctions 

Kundu and Allen ( 1976) extended the decomposition into 
EOFs to two-dimensional vector time series (described by 
complcx numbers) and the analysis of horizontal current 
variability. Also, Denbo and Allen (1984) and Klinck 
( 1985) have used this method. 

The two-dimensional current field, as represented by com­
plex numbers in (1), may be decomposed into EOFs by, 

W - "\" a(m)e(m) 
li- Li j 1 

rn 

with a(m) = "\" w e(m)* 
' 1 Li lt 1 

1 

(4) 

where 1 = 1, ... , M denotes the grid points, i = 1, ... , N is the 
time counter, and rn sM is the order of the EOF. Again, it 
is assumed that the wli are of zero mean, i.e. the temporal 
mean has been subtracted for each grid point. The eigen­
functions e1

1
m) are determined by the eigenvalue problem, 

with, C1k =}: w 1iw~i 1 N (5) 
1 

with C1k being the M x M-covariance matrix of the com­
plex currcnts. As this matrix is Hermitian, the eigenvectors 
"-()) are mutually orthogonal and the eigenvalues À(m) are 
real. They describe the ratio of total variance explained by 
the data, 

(6) 

Figure 8 displays the first two EOFs of 75 grid points in 
the Dead Sea. These are the same grid points as used for 
the spectral analysis of the preceding chapter. The eigen­
vectors may be multiplied by an arbitrary complex num-
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ber, i.e. only relative magnitudes and directions are of 
importance. The first two EOFs contain 53.7 % and 
12.1 % of the variance, respectively. A separate analysis 
of the southern and northern half grid system yields the 
same EOF structure. The analysis may also be applied to 
certain frequency bands of dock- or anticlockwise rota­
tion (Denbo and Allen, 1984). This bas been done with the 
result that the 1. EOF is mainly due to clockwise rotating 
currents, in accordance with the spectral distribution in 
Figure 7. Anticlockwise EOFs show sorne different fea­
tures but will not be discussed here because of their low 
variance. 

The 1. EOF in Figure 8 is relatively homogeneous. lts 
contribution may be understood as the adjustment of cur­
rents to the mean wind. This interpretation is in accordance 
with the correlation analysis presented, which yields a 
(linearly) wind-driven portion of 42%, i.e. a value close to 
that accounted for by the l. EOF. Already the 1. EOF 
con tains sorne spatial variability, but most of it is represen­
ted by higher-order EOFs. The 2. EOF in Figure 8 some­
how separates the northern and southem circulation as dis­
cussed before. 

The two first EOFs account for only 66% of the variance, the 
third for another 8.1 %, etc. Thus, it is not possible to explain 
the circulation in the Dead Sea by a few (e.g. three) flow pat­
terns. In order to clarify this statement, Figure 9 presents the 
attempt to reconstruct the current field from Figure 3 (left 
panel). The left panel shows the mean current from the whole 
measuring period, with values mostly below 5 cm s-1• The 
right panel presents the reconstruction by means of (4) with 
the first three EOFs. The current field is similar to that of 
Figure 3 but introduces considerable smoothing. 

HORIZONTAL DER IV A TIVES 

The variability of surface currents may best be characteri­
zed by their horizontal derivatives and deduced values like 
divergence and curt. We briefly describe the method of 
computing derivatives and estimating their reliability. A 
more detailed presentation is given by Essen et al. (1988). 
We restrict our discussion to those aspects which are 
necessary to understand the error analysis used. 

One radar station measures the radial current velocities 
with respect to its position. At least two radars at distinct 
sites are necessary to determine two-dimensional current 
vectors. For computing horizontal derivatives, the two­
dimensional current velocities are approximated by first­
order polynomials within a given circle around a certain 
grid point, 

(7) 

where the coordinates (x,y) refer to the grid point. From 
this approach, mean currents and first-order horizontal 
derivatives may be derived. Higher-order derivatives, 
which are not the subject of this paper, may be obtained by 
means of polynomials of respective order. 



SURFACE CURRENTS IN THE DEAD SEA 

Skm Skm 

}t't'!\~ /.,.,.,\ 
/,//1 

If!! J 
'/;~\l .. ' \ \ ('-'-'\ ,, \ fi 1 "'"-,(, ___ 
\ 1 "-.. 

~ ,, tl 1 f 
...... ,1 ,, 
...-, r ,,, 31o:30N , ~ 

. . . 
31~0N . . . , . 

{ 1 ll ' . . . .. 
• • • 

,, ~ \ ,, , . . ~ 

' ' 

1.eof: 53.4 % 2.eof: 12.5% 

3s<'30E 3s<'30E 

Figure 8 

First and second horizontal EOF, arbitrarily normalized in amplitude and direction. The portions of variance are indicated. 

The measured radial components depend on the two­
dimensional current vector by, 

ur (x,y) = u(x,y)sin tt+ v(x,y)costt (8) 

where tt is the direction with respect to the radar site. 
Considering all radial velocities from both stations in the 
respective circle, the amplitudes a1 and b1 (1 = 0,1,2) are 
determined by means of !east-squares methods. The !east­
squares sum, which bas to be minimized, is, 

E
2 

= ~g;[uri ±(a0 +a1x+a2y)sintti 

±(b0 + b1x + b 2y)costti ]2 (9) 

The contributions to the !east-squares sum are weighted by 
the respective signal strengths gi The variance of the radial 
velocities with respect to the considered polynomials 
becomes, 

(10) 

The square roots o found in the Dead Sea range from 5 cm s-1 

to 10 cm s-t. Apart from small variations, this value is inde-
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pendent of the order of the polynomial approach and the hori­
zontal averaging area (circles of radius from 1.5 km to 
5.0 km). The variances are partly due to the measuring system 
(radar noise and resolution in frequency and space), but there 
may also be a contribution from the spatial variability of cur­
rents. In estimating the errors of the polynomial amplitudes a1 

and~. it is assumed that the covariance matrix of the radial 
velocities is diagonal, which means that the measurements are 
uncorrelated. The variance of the radial velocities (weighted 
by their signal strength) are considered as diagonal elements. 

The ]east-squares algorithm yields the polynomial ampli­
tudes. Current velocities and their horizontal derivatives 
depend linearly on the polynomial amplitudes. Their errors 
may be calculated from the covariance matrix of the ampli­
tudes. Errors are estimated in dividing the respective ems­
values by the square root of the number of contributing 
radial velocities, which is an optimistic estimation. The 
error of the mean radial current, averaged within a circle of 
2 km radius, is of the order of 1 cm s-1• In the case of opti­
mal geometry, that means positions with radial directions 
of both stations perpendicular to each other, the errors of 
both components of the two-dimensional current vector are 
the same. By increasing the averaging circle the error 
decreases proportional to the radius. 
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Divergence, curl, stretch, shear 

In the case of estimating first order derivatives from first 
order polynomials, we obtain four amplitudes which are 
related to the commonly used quantities by, 

divergence: au 1 ax + éJv 1 ay = al + bz 

curl: av 1 a x± au 1 a y = bi ± a2 

stretch: au 1 a x± av 1 a y = al ± bz 

shear: av 1 éJx + au 1 ay = bi + a2 

} (11) 

The error analysis shows that errors of these quantities 
depend more strongly on the averaging radius than the cur­
rent velocities do. This effect can be explained by the error 
propagation in differences, as used for computing deriva­
tives. Though there is a certain variability due to the data 
quality, sorne general results may be stated. An averaging 
radius of 2 km yields errors of the order of the quantities 
themselves. Increasing the averaging radius to 5 km, the 
error decreases by a factor 5 and more, yielding a reaso­
nable signal-to-noise ratio. 
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Figure 10 shows time series of divergence, curl, stretch, 
and shear. The averaging circle (5 km) is shown in the 
map. The scale used is the local Coriolis number, 

(12) 

Time series from other areas look quite different. In the 
case of smaller averaging circles the absolu te values of the 
considered quantities become Jarger. As additional 
examples show (not presented here), this is a general fea­
ture. Also, averaging areas only few kilometres apart 
show different results. One conclusion could be that noise 
dominates. But this seems unlikely because of the error 
estimation presented and the behaviour of the time series, 
which show a high reproducibility over several hours. 
Thus, it can be concluded that the scale of horizontal 
variability is smaller than our averaging circle of 10 km in 
diameter. 

Obviously, the average divergence, curl, stretch, and shear 
are considerably smaller than f. But this is not always the 
case. Especially for smaller averaging circles and in the 
northern part of the lake, ali of the four quantities may 
reach values of the order off. In general, the divergence is 
small in Figure 10. Between 26-Nov. and 29-Nov., it is 



negative nearly ail the time, indicating downwelling in the 
southem part of the Dead Sea. This is in accordance with 
strong surface currents directed to the south for the respec­
tive period (cf. Fig. 5) and the necessary recirculation. 
Also in the other parts of the lake, the average divergence 
is small, except for special periods with upwelling domina­
ting in the northem part of the lake. With the exception of 
sorne short periods, the curl is positive in Figure 10, indi­
cating the presence of cyclonic gyres. A similar behaviour 
has been found for the central lake, while in the northem 
part the curl is positive for the first four da ys of the ex peri­
ment and changes sign severa! times afterwards. 

Acceleration 

Figure Il compares acceleration terms of the Navier­
Stokes equation. For this purpose the following ratios are 
defined, 

AC= <lb. 1 b1l, lb. 1 b1l)). RO =<lb. 1 b1l, lb, 1 b1l), 
with, bu =U ou/oX+V ou/oy, b, =U oV/dX+V ov/oy 

b1 =((ou/ati+(ovlàt)2
)

112
, b1 =f (u2 +v2

)
112 

The horizontal derivatives are obtained as before. The 
temporal accelerations are computed by means of cen-
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tral differences with a time lag of twice the sampling 
time. This procedure is sensitive to numerical instabili­
ties and, in fact, sorne single values do not fit to adja­
cent ones (cf. Fig. 11, upper two time series). Neverthe­
less, most of the data show a reliable behaviour and 
allow an estimation of the order of magnitude of the 
temporal acceleration. 

The ratio AC is a measure of the nonlinearity of the water 
motion. In the averaging area considered, the ratio of tem­
poral (linear) to horizontal (nonlinear) acceleration is 
below 0.5. This is true for the whole lake. There is no 
obvious difference between the east- and north-compo­
nents, as could be expected because of the· geometry of the 
Dead Sea. With smaller averaging areas (2 km radius), 
values of the order 1 occur, but also the number of noisy 
data increases, and a reliable estimation becomes difficult. 
The smaller the scales considered, the higher is the non­
linearity. 

The Rossby number RO (cf. Fig. 11, lower two time 
series) is of the order 0.3 and less, and there is no distinct 
difference between the two components. The Rossby 
number shows similar behaviour within the whole lake, 
but without correlation between data from positions seve­
rai kilometres apart. With a smaller averaging radius 
(2 km), the Rossby number can reach values of the order 
of 1, i.e. in sorne cases nonlinear effects may be as impor-

divergence 

stretch 

27 28 29 30 1 2 3 
Nov Dec 

Time series of divergence, curl, stretch, and shear. The dashed circle in the map (5 km radius) is the averaging area. 
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tant as the Coriolis force but in general, the Coriolis force 
dominates. 

CONCLUSIONS 

Only HF radar permits determination of the spatial variabi­
lity of surface currents with a resolution of a few kilo­
metres. This technique makes use of the ground wave, 
which propagates over conductive water only. The Dead 
Sea is one of the few inland seas fulfilling this require­
ment. 

The data set presented allows both the analysis of time 
series at various grid points and the investigation of flow 
patterns at a given time. By means of vector-correlation 
techniques it has been found that about 45 % of the current 
variance can be explained by linear wind forcing. Rotary 
spectral analysis provides evidence of the presence of 
events of inertial oscillation. 

As the result of an EOF analysis it may be stated that cur­
rent fields in the Dead Sea cannot be represented by a 
small number of flow patterns. 

Strong changes in both current speed and direction occur 
on scales of only a few kilometres. For an averaging radius 
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of 5 km, the curl reaches values of f/2, the divergence of 
f/4 and the Rossby number of 0.3. From selected maps of 
low noise it has been found that these values may be 
exceeded by about a factor of 2 for the smaller averaging 
radius of 2 km. In addition, the comparison of the temporal 
and advective acceleration proves that nonlinear processes 
are important. 
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