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[1] New field measurements of 2-D wave number short wind wave spectra in the
wavelength range from few millimeters to few decimeters are reported and discussed. The
measurement method is based on stereophotography and image brightness contrast
processing. As found, the spectra of decimeter waves are almost isotropic and weakly
dependent on the wind speed. Both directional anisotropy and wind sensitivity rapidly
increase at wave numbers larger than 100 rad/m. These aspects are consistent with other
previously reported optical and radar data. Following these new in situ measurements, a
revision of a semiempirical model of short wind wave spectrum is suggested. This revised
model can readily be implemented in other studies (radar scattering, air-sea interaction
issues) where detailed knowledge of short wind wave spectra is crucial.

Citation: Yurovskaya, M. V., V. A. Dulov, B. Chapron, and V. N. Kudryavtsev (2013), Directional short wind wave spectra derived
from the sea surface photography, J. Geophys. Res. Oceans, 118, 4380–4394, doi:10.1002/jgrc.20296.

1. Introduction

[2] Predictions of the momentum, heat and gas transfer
at the sea surface are still poor, partly because of the lack
of reliable field observations of small-scale surface waves.
An improved statistical description of the short wave spec-
trum is a key to provide more accurate estimates of the
exchange processes between the ocean and atmosphere.
From an experimental point of view, wave number spectral
measurements have become feasible in wind wave facili-
ties, but are still very difficult to obtain in the field. From
laboratory experiments [e.g., J€ahne and Riemer, 1990;
Hwang, 1993; Zhang, 1995], a strong high-frequency cut-
off, independent of wind conditions, and a peak of the satu-
ration spectrum in the vicinity of 800 rad/m have been
revealed. The latter has then been associated to the genera-
tion of parasitic capillaries [e.g., Kudryavtsev et al., 1999].
From field experiments, Banner et al. [1989] reported stere-
ographic measurements taken from an oil platform, but lim-
ited to pure gravity waves (from 20 cm to 1.6 m). For this
spectral range, a very weak wind dependency was reported.
Very few field measurements of wave number spectra of
short ocean waves in the gravity-capillary and capillary

range are available [Hara et al., 1994; Hwang et al., 1996;
Hara et al., 1998]. These investigations led to spectral
shapes and wind dependency that significantly differ from
those observed in laboratory conditions.

[3] From a remote sensing perspective, small-scale wave
spectra are also essential. Sun reflected measurements first
yield very robust information about the statistics of surface
slopes [Cox and Munk, 1954], later confirmed using satel-
lite observations [Breon and Henriot, 2006]. Radar data
purposefully excluded from their empirical development,
Elfouhaily et al. [1997] tailored the spectral energy in the
short-scale gravity and capillary bands to be consistent
with the Cox and Munk dependence of mean-square slope
on wind speed. Including radar data, numerous attempts
[e.g., Fung and Lee, 1982; Donelan and Pierson, 1987;
Romeiser et al., 1997] strongly built on active microwave
observations to more precisely invert short-wave spectral
properties. To note, laboratory radar backscatter observa-
tions were the base measurements to derive the often-used
wind wave growth parameter [Plant, 1986]. Dual-
frequency radar backscatter measurements from a tower
[Lawner and Moore, 1984] were analyzed to infer capillary
and short-scale gravity wave spectra using the small pertur-
bation scattering model to interpret the data. More recently,
Hwang [2011] also used different radar frequencies from
1.4 to 19.3 GHz for analysis of the short-scale spectral
slopes and wind exponent. From passive microwave sen-
sors, Trokhimovski [2000] and Trokhimovski and Irisov
[2001] proposed to use polarimetric measurements col-
lected at several viewing angles and frequencies to convert
the observed brightness temperatures to the mean-square
slope of tilting waves and curvature spectral density in the
gravity-capillary interval. Finally, the level of acoustic
noise is also currently explored as a potential source of in-
formation related to the still poorly known directional
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spectrum of short gravity-capillary waves [Farrell and
Munk, 2008].

[4] All these indirect estimations can certainly be
assembled to provide a consistent approach. Yet, as often
recognized, possible limitation of the scattering theory
[e.g., Gu�erin et al., 2010; Mouche et al., 2007], as well as
exact knowledge of the effects of higher order statistics
[Chapron et al., 2000; Bringer et al., 2012, 2013], singular
geometrical [Voronovich and Zavorotny, 2001; Kudryavt-
sev et al., 2005], and/or foam impacts [Reul and Chapron,
2003], all somehow preclude a simple short-scale spectral
inversion. To minimize such difficulties, a suggested possi-
bility is to solely analyze the polarization contributions
from radar backscatter signals [e.g., Chapron et al., 1997;
Kudryavtsev et al., 2013].

[5] The main goal of this paper is thus first to report new
field stereophotograph measurements of 2-D wave number
spectra of short wind waves in the wavelength range from
few millimeters to few decimeters. Then, on the basis of
these new measurements, we propose to revise the semiem-
pirical model of short wind wave spectra previously devel-
oped [Kudryavtsev et al., 1999, 2003, 2005; Kudryavtsev
and Johannessen, 2004]. In these models, solutions were
derived considering the energy balance equation under the
joint action of the wind forcing, viscous dissipation, nonlin-
ear dissipation term related to wave breaking and micro-
breaking, and generation of parasitic capillaries.
Accordingly, the new in situ observations provide addi-
tional constraints to help refine a two-dimensional wave
number spectrum valid over the short-scale gravity and
capillary large wave numbers, analytically amenable to dif-
ferent usage.

[6] The paper is organized as follows. In section 2, we
describe the field experiment. A brief summary of the
method to retrieve short wind wave spectra [Kosnik and
Dulov, 2011] is outlined in section 3. Results and compari-
sons with previous observations including optical and mul-
tifrequency radar measurements are presented in section 4.
Analysis based on the energy balance equation is then per-
formed, and a revised semiempirical model of the short-
scale spectrum is developed and discussed in section 5.
Conclusions are given in section 6.

2. Experiment

[7] The measurements were carried out during the
autumn 2009–2012 in the Black Sea coastal zone using the
Marine Hydrophysical Institute’s research platform located
500 m offshore at 30 m depth.

[8] The spectra of short wind waves were derived from
the stereophotographs of the sea surface applying the
method proposed by Kosnik and Dulov [2011]. The stereo
system consisted of two synchronized cameras SONY
DSC-R1 with 72 mm focal length and angle of view 17� �
11�, rigidly fixed at 4.5 m height above the mean sea level.
The camera spacing was 1.5 m, and the cameras observed
the sea surface at 30� grazing angle. The overlapping area
at the sea surface observed by both cameras was about 3 m
� 4 m with the spatial resolution of 1–2 mm. The sea sur-
face photography was accompanied with the measurements
of wind velocity and frequency-directional wave elevation

spectra in the range from 0.05 to 1 Hz by an array consist-
ing of six wire wave gauges.

[9] Table 1 summarizes the environmental conditions.
The wind speed varied from 4 to 17 m/s. The orientation of
the coastline is about 55�, and winds blowing with direc-
tions between 69� and 200� and from 245� to 360� can be
treated as onshore and offshore winds, respectively. The
data presented here are mostly related to the onshore wind
conditions.

3. Method for Short Wave Spectrum Retrieval

[10] The method is based on combination of well-known
methods of stereo pair processing and mono-image bright-
ness processing. The idea of stereo processing consists in
finding the corresponding points in the simultaneously
obtained stereo pair. Then, absolute coordinates (x, y, z) of
the object at the sea surface can be found using classic tri-
angulation algorithm [see, e.g., Benetazzo, 2006]. A vast
set of corresponding points (some tens of thousands) ena-
bles us to reconstruct the surface for each stereo pair. Wave
number spectrum of surface elevations can then be esti-
mated from a long sequence of stereo pairs [see, e.g., Ban-
ner et al., 1989]. Stereo imaging reconstruction of the sea
surface was recently well developed and applied for a large
number of scientific and technical goals (Holthuijsen
[1983], Benetazzo et al. [2012], Kosnik and Dulov [2011],
Bechle and Wu [2011], and many others). However, in field
conditions, the only suitable objects at the sea surface are
the brightness variations induced by surface waves. There-
fore, a recovery of the surface topography of waves at a
given scale requires the detection of brightness variations
due to smaller-scale waves. This fact is the principal con-
straint for the spatial resolution of the stereo-based method.
In particular, the shortest waves cannot be recovered
because there are no smaller objects on the sea surface. In
this paper, the wave spectrum derived from the stereo
images is utilized for absolute calibration of the brightness
spectrum of the same images. The determined transfer
function (TF) is then used to retrieve the 2-D spectrum of
the shorter waves that cannot be resolved by the single ster-
eophotography technique (see Kosnik and Dulov [2011] for
details and step-by-step algorithm).

[11] The approach is based on evaluating a linear rela-
tionship between the sea surface slopes, (�x,�y), and the sea
surface brightness variations, I : I ¼ Gx�x þ Gy�y, where
(Gx,Gy) are components of the mean surface brightness gra-
dient [Stilwell, 1969; Monaldo and Kasevich, 1981]. In the
Fourier space, this relation reads:

~I kð Þ ¼ T ’ð Þk~� kð Þ; ð1Þ

where T(’) is a transfer function,

T ’ð Þ ¼ iG cos ’� ’Gð Þ; ð2Þ

[12] G is magnitude of the mean brightness gradient, ’G

is its direction, ~� kð Þ is amplitude of the Fourier harmonic
of the sea surface displacement, and k and ’ are modulus
and direction of the wave number vector, k. Kosnik and
Dulov [2011] found a high correlation between stereo-
derived surface elevation and the surface brightness
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variations in the range of wave numbers from 10 to 50 rad/
m. Accepting that the brightness is linearly related to the
surface slope, it is naturally to expand the transfer function
(2) to higher wave numbers, because the nature of light
refraction at smaller structures (capillaries, microwave
breakings) remains the same as at decimeter and longer
waves.

[13] Yet, the approach (1)–(2) works only in uniform sky
conditions [Stilwell, 1969]. In our experiment, all the runs
refer to clear sky situations or, less often, to 100% cloudi-
ness. The Sun glint in the area of observation obviously
could lead to violation of the accepted relations, and we
also avoided this rotating the stereo system base. Neverthe-
less, in strong storm conditions few glitters still appeared in
the view area due to enhanced local surface curvature.
Such images, as well as the images with whitecaps and
foam coverage, were excluded from consideration if the
‘‘spoiled’’ area reached some specified limit of about 2% of
the total area. In other cases, the brightness spikes related
to these features were replaced by lower brightness values.

Note, that though this procedure rarely led to significant
data modifications, it might cause some spectrum underes-
timation at the highest winds because it filtered out the
steepest breaking waves.

[14] If SZZ kð Þ is a stereo-derived elevation spectrum and
Sj

IZ kð Þ are cross brightness-elevation spectra measured by
left (j¼ 1) and right (j¼ 2) image of stereo pair, then from
(1):

Sj
IZ kð Þ ¼ Tj ’ð ÞkSZZ kð Þ: ð3Þ

[15] This equation enables to estimate the transfer func-
tion for each camera, Tj(’), from stereo as

Tj ’ð Þ ¼ Sj
IZ kð Þ= kSZZ kð Þ½ �: ð4Þ

[16] The experimental estimates of the transfer function
for left and right camera are shown in Figure 1. The
model transfer functions defined by (2) are also shown in
this figure. The model was fitted to the measurements by

Table 1. Experimental Conditionsa

Run Number Date Time Wind Speed (m/s) Wind Direction (North) (�) Wind Direction (Stereo Base) (�)

1 6 Oct 2009 16:10–16:35 5.0 315 60
2 7 Oct 2009 10:15–10:40 9.9 70 80
3 13 Oct 2009 10:05–10:45 8.1 90 75
4 19 Oct 2009 16:00–16:20 14.4 70 80
5 26 Oct 2009 13:10–13:20 13.2 70 75
6 28 Oct 2009 14:50–15:10 7.1 345 65
7 4 Sep 2010 13:25–13:45 8.6 95 15
8 6 Sep 2010 13:50–14:05 5.0 200 150
9 10 Sep 2010 10:45–11:05 13 95 40
10 11 Sep 2010 11:05–11:25 15 100 30
11 12 Sep 2010 14:55–15:15 4 110 60
12 20 Sep 2010 09:45–10:05 10.0 101 20
13 24 Sep 2010 10:25–10:45 10.0 80 50
14 25 Sep 2010 11:30–11:55 9.0 95 55
15 19 Sep 2011 10:55–11:20 15.6 70 80
16 19 Sep 2011 12:55–13:10 17.2 70 80
17 20 Sep 2011 13:10–13:30 14.2 80 60
18 20 Sep 2011 15:15–15:35 12.0 80 125
19 21 Sep 2011 11:45–12:10 11.6 80 45
20 21 Sep 2011 13:40–13:55 11.0 80 45
21 22 Sep 2011 12:05–12:30 12.3 80 95
22 22 Sep 2011 14:15–14:35 13.9 80 95
23 25 Sep 2011 09:40–10:00 8.5 0 120
24 27 Sep 2011 11:00–11:20 11.5 90 80
25 27 Sep 2011 12:45–13:10 8.9 85 85
26 27 Sep 2011 15:10–15:25 7.6 85 85
27 7 Oct 2011 11:30–12:10 6.5 80 70
28 9 Oct 2011 11:30–11:50 12.8 75 85
29 11 Sep 2012 10:25–10:40 12.5 80 140
30 11 Sep 2012 12:35–12:55 11.1 85 140
31 11 Sep 2012 15:55–16:15 12.9 85 180
32 12 Sep 2012 10:50–11:10 14.2 90 130
33 12 Sep 2012 14:10–14:30 11.1 85 130
34 12 Sep 2012 16:40–17:00 10.7 90 180
35 17 Sep 2012 12:40–13:00 7.4 90 155
36 17 Sep 2012 15:20–15:40 8.0 90 190
37 18 Sep 2012 11:15–11:35 10.9 90 150
38 18 Sep 2012 13:00–13:15 6.5 90 180

aData set 2009–2012.
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least-squares method (where G and ’G are desired parame-
ters). Notice a difference between the ‘‘phases’’ of the
transfer function for the left and right cameras, which is
about 15�.

[17] The relationship between the brightness spectra,
Si;j

I kð Þ, and the wave elevation spectra follows from (1) and
reads:

Si;j
I kð Þ ¼ Ti ’ð ÞT�j ’ð Þk2S kð Þ; ð5Þ

where repeated indexes indicate the autospectra and non-
repeated ones indicate the cross-spectra.

[18] If observations are well separated in the azimuthal
direction, ’G in (2) is sufficiently different for each of the
cameras. The spectrum of the sea surface slope, k2S kð Þ,
can then be found directly from (5) by summing up the
brightness autospectra obtained by each of the cameras:

k2S kð Þ ¼
X

i

Si;i
I kð Þ=

X
i

TiT
�
i : ð6Þ

[19] Such a relation was successfully applied to retrieve
2-D surface wave spectra from sun-glitter imagery by Bol’-
shakov et al. [1990].

[20] The brightness autospectra obtained by the left and
right cameras are shown in Figures 2a and 2b. Dash lines in
this figure show directions perpendicular to the mean
brightness gradient, and the red lines indicate the wind
direction. As it follows from this figure, the wind direction
is well deviated from the line where the transfer function is
vanishing. Moreover, there is a distinct difference between
the mean brightness gradients for each of the transfer func-
tion. Therefore, one may anticipate that the wave spectrum
derived from (6) is reliable. On the other hand, careful
inspection of Figures 2a and 2b reveals well-visible noise
at high wave numbers of order k � 1000 rad/m. As found
(not shown here), wave spectra in the capillary range recon-
structed with use of (6) can be significantly affected by this
noise. Also, higher noise level at directions close to
’G6�=2 prevents reliable estimation of anisotropy param-

eter (discussing below). Focusing on capillary-gravity
wave spectra and their angular shapes, we thus avoid appli-
cation of (6).

[21] As opposed to autospectra, a cross-brightness-
spectrum shown in Figure 2c is much ‘‘cleaner,’’ i.e., the
noise at large wave numbers is not visible and noise in the
vicinity of ’G6�=2 is suppressed. Further, we consider the
brightness cross-spectra,

S1;2
I kð Þ ¼ T1 ’ð ÞT �2 ’ð Þk2S kð Þ: ð7Þ

[22] Calculations of the cross-spectra require that left
and right images are ‘‘well’’ matched in the horizontal
plane. In this study, it was achieved by means of use of
10,000–20,000 reference points available from the stereo
analysis [Kosnik and Dulov, 2011]. Though the absolute
errors in the sea surface stereo reconstruction is of order of
1 cm [Mironov et al., 2012], the spatial matching of the left
and the right images obtained in our measurements was
about half of centimeter due to interpolation of the images
between the reference points. Such a good spatial matching
is confirmed by values of the phase spectrum which are
around zero in the wave number range k<1000 rad/m (not
shown here). This fact as well as rather high level of coher-
ency of left and right images in the same range (see Figure
2d) justify validity of retrieval of the short wave spectra
from the brightness cross-spectra in wave number range
k<1000 rad/m.

[23] In order to avoid unstable estimates of the wave
spectra at azimuths where the transfer function product,
T1 ’ð ÞT �2 ’ð Þ, tends to zero, we use (7) with an a priori angu-
lar spreading function. In terms of the saturation spectrum,
B¼ k4S, the spectrum takes the form:

B k; ’ð Þ ¼ B0 kð Þ 1þ Dcos 2 ’� ’0ð Þð Þ½ �=�; ð8Þ

where B0 ¼
R �

0 B k; ’ð Þd’ is the omnidirectional spectrum,
D is a parameter (0<D< 1) to express the azimuthal mod-
ulation, and ’0 is the general wave direction. Representa-
tion (8) takes the first term of Fourier expansion of the

Figure 1. Experimental estimates of imaginary part of the transfer function (symbols) for (left) left and
(right) right cameras calculated following equation (4) in the wave number range from 10 to 50 rad/m.
Solid lines are model transfer function (2) fitted to the data. Vertical lines indicate the positions of maxi-
mum of transfer functions.
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folded spectrum, where odd harmonics vanish. The desired
spectrum in a given wave number bin, k � dk; k þ dkð Þ, is
defined by three parameters : B0 kð Þ; ’0, and D, which are
found by fitting the observed cross-spectra using (7) and
(8) with the known transfer functions, T1(’) and T�2 ’ð Þ
(obtained from stereophotography measurements via rela-
tion (4)).

[24] Examples of this fitting procedure for two typical
runs in three different wave number intervals are shown in
Figure 3. In the case D¼ 0, the angular shape of the transfer
function product must coincide with the brightness cross-
spectrum shape. Any deviation of T1 ’ð ÞT �2 ’ð Þ from the
cross-spectrum indicates the directionality of the wave spec-
trum. As expected, the angular shape has a maximum close
to the wind direction which may differ from the direction of
the transfer function maximum. From (7), the angular shape
of brightness cross-spectrum should have a maximum
located between these two directions. To confirm this issue,
two successive runs, 17 and 18, were made under the same
wind direction and different view directions of the stereo
rig. Except at the lowest wave numbers where the wave
spectrum is less directional [Banner et al., 1989; Elfouhaily
et al., 1997], this effect is well detected. Angular distribu-
tions of the brightness cross-spectra are shown in Figure 3.

4. Results

[25] Figure 4 illustrates examples of wave saturation
spectra derived at two different wind speed conditions.
Both spectra demonstrate well-pronounced directionality
with spectral maximum aligned with the measured wind
directions (see Table 1). A secondary capillary peak is well

visible at lower wind speed (Figure 4a) and visually disap-
pears at higher wind speed.

[26] Figure 5 shows omnidirectional spectra, main wave
direction relatively to the wind direction, ’0 kð Þ � ’w, and
directionality coefficient, D, as a function of k, found after
fitting the model cross-spectra (7) with (8) to the data as
discussed above. Dash lines in this figure indicate 95% con-
fidential intervals for the values estimated by the least
square method. These intervals collapse at large k as the
number of points used to solve equation (7) by the least
squares method increases with increasing wave number.
This is in contradiction with the increasing level of noise
and decreasing value of coherence at higher wave numbers
(see Figure 2d). We thus introduce an alternative measure
of quality of the spectral estimates defined as the ratio
between the standard deviation of the observed values of
cross-spectra, S1;2

IO , from its model fit, S1;2
I , to the mean

value, hS1;2
IO i :

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h S1;2

IO � S1;2
I

� �2
i

r
=S1;2

IO ; ð9Þ

where the mean quantities are defined after averaging over
the azimuth for a given k. Values of R(k) are shown in Fig-
ure 5d. For all the runs, R(k) is about 0.2, but it grows rap-
idly at k � 1000 rad/m. Therefore, we shall restrict the
analysis to the wave number range k< 1000 rad/m.

[27] Omnidirectional spectrum (black solid line) in Fig-
ure 5a is derived from cross-brightness spectrum applying
(7), while the gray squares indicate the stereo-derived spec-
trum in the range used for estimation of transfer function,
T(’), with (4). As obtained for most cases, the local

Figure 2. Run 6. Brightness spectrum of (a) left and (b) right images, (c) the real part of cross spec-
trum, and (d) square of coherence function between the brightness fields from left and right cameras.
Dash lines indicate directions perpendicular to the direction of the mean brightness gradient. Red lines
denote the wind direction.
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spectral peak direction, ’0(k), is aligned with the wind
direction within the error of wind and stereo-base direction
estimation (about 20�), except in the range k< 100 rad/m.
For some cases, the energy of the folded spectrum in the
cross-wind direction can exceed the energy in the along-
wind direction. This manifests as a negative value of D,
similar to what was found by Banner et al. [1989], and also
consistent with Hara et al. [1998]. Shorter wave direction-
ality gradually increases with larger k and, for this case, is
maximum at k � 800 rad/m.

[28] Figure 6 (left) shows the spectral behavior of
D-parameter averaged over all wind speeds. In general, our
data demonstrate a monotonic trend of growth of the direc-
tionality with higher wave numbers. In the range of deci-

meter waves, the modulation coefficient is about zero or
even negative, indicating that at cross-wind direction spec-
tral level may be possibly larger than half of the along-
wind direction spectral level. Such results are consistent
with L-band (wavelength about 20 cm) radar measurements
with cross-wind observations larger than down-wind ones
[Isogushi and Shimada, 2009].

[29] To further compare this angular behavior of the
observed wave spectra with azimuthal distribution of radar
backscatter measurements, we hereafter propose to isolate
the polarized contributions from radar signals. Indeed,
polarization sensitivity is largely dominated by short wind
waves. Practically, the total normalized radar cross section
(NRCS), �pp

0 , of the sea surface can be decomposed as

Figure 3. Brightness cross-spectra in the intervals (left) 25 rad=m < k < 27 rad=m , (middle)
290 rad=m < k < 310 rad=m , (right) 790 rad=m < k < 830 rad=m for (top) run 17 and (bottom)
run 18. Product of the transfer functions, T1 ’ð ÞT�2 ’ð Þ, is shown by dash line. Model brightness cross-
spectra defined by (7 and 8) and fitted to the data are shown by solid lines. Wind direction is indicated
by vertical dash-dotted lines.
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�pp
0 ¼ �

pp
br þ �wb; ð10Þ

where ‘‘pp’’ stands for horizontal transmit and receive
(HH) polarization or vertical transmit and receive (VV)

polarization, �pp
br is the NRCS following the resonant Bragg

scattering mechanism, and �wb is a nonpolarized contribu-
tion to the total NRCS. The polarized part operates as a
filter of the wave saturation spectrum around the resonant
wave number, kbr, linked to radar wave number, kR, and
incidence angle, �, by the following relation: kbr ¼
2kRsin �. Thus, as suggested by, e.g., Chapron et al. [1997]
and Kudryavtsev et al. [2013] and formally derived in
Gu�erin et al. [2010] and Bringer et al. [2013], the polariza-
tion difference of the NRCS, D� ¼ �vv

0 � �hh
0 , contains in-

formation about short wind wave saturation spectrum
around Bragg wave numbers, i.e.,

D� ¼ �vv
br � �hh

br ¼ G2
vv � G2

hh

� �
B kbrð Þ; ð11Þ

where G2
pp are modified geometric scattering coefficient

depending on incidence angle and modulation impacts (e.g.,
equation (31) in Plant [1986] or Kudryavtsev et al. [2003]).
The extensive data set of copolarized (VV and HH) scatter-
ometer data in Ku-band and C-band [Quilfen et al., 1999;
Mouche et al., 2006] can then be used to compare azimuthal
anisotropy and wind dependence of short wind waves spec-
trum around corresponding Bragg wavelengths. As obtained,
Figure 6 (left), radar estimates are in very good agreement
with the present optical measurements, but significantly dif-
ferent from some previous models (e.g., in Elfouhaily et al.
[1997], see Figure 6, right plot).

[30] All retrieved omnidirectional saturation spectra are
shown in Figure 7a. As found, the saturation spectra in the
capillary-gravity range (k> 100 rad/m) are very sensitive
to the wind speed, while in the decimeter wavelength range
the spectral dependence on wind speed is much weaker.
The present results apparently closely follow reported field
measurements by Hara et al. [1998, Figure 8], especially
for k< 300 rad/m (Figure 7b). However, comparison of our
spectra in the capillary range with that were presented by
Hara et al. [1998] reveals some remarkable difference. As
mentioned in Hara et al. [1998], ‘‘it is rather surprising that
at u

� ¼ 0.3 m/s the degree of saturation increases rapidly
(almost linearly) with k and reaches as high as 0.07 at
k¼ 800 rad/m’’ and ‘‘it is of interest to see whether future
wind wave measurements by other methods will yield simi-
lar high values in open ocean conditions.’’ Our measure-
ments do not show such high values in the capillary range
as observed by Hara et al. [1998]. Furthermore, our data
show explicitly a spectral roll-off at very large capillary
wave number k> 800 rad/m. Similar spectrum behavior,

Figure 4. Directional curvature spectra in the coordinate system fixed to the stereo base. (a) Run 14,
wind speed 9 m/s; (b) Run 18, wind speed 12 m/s.

Figure 5. Run 12: (a) omnidirectional spectrum; (b)
direction of the spectral maximum, ’0�’wind ; (c) the ani-
sotropy D-parameter ; (d) the relative error defined by (9).
Dashed lines show 95% confidential intervals. Gray squares
in the upper plots indicate omnidirectional spectra derived
from stereophotography.
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but at lower wind speeds, was observed by Hara et al.
[1998] (Figure 7b). Thus, we may anticipate that our obser-
vations provide a new valuable information about shape of
the capillary wave spectra in the open ocean conditions.

[31] Comparisons with other semiempirical models of
short wind wave spectra suggested by Elfouhaily et al.
[1997], Kudryavtsev et al. [2003], and Hwang [2011] are
shown in Figures 7c and 7d. In overall, the spectra are con-
sistent, however, some remarkable differences in the angu-
lar spreading and spectral wind sensitivity between these
models apparently exist.

[32] First, wind speed sensitivity has a clear spectral de-
pendency and peaks in the capillary-gravity range. In this
range, the wind sensitivity becomes significant and
increases from low to moderate winds, to apparently level
off at high winds. The spectral behavior of the wind expo-
nent (the exponent m in B � Um

10), averaged over all wind
speeds and averaged over wind speeds below U10¼ 10 m/s,
are shown in Figure 8. Estimates derived from radar polar-
ization difference for C-band and Ku-band data, as well as
wind exponent obtained by Banner et al. [1989] are given.
Analysis made by Hwang [2011], compiling different pas-
sive and active microwave measurements, is also shown to
confirm an apparent consistency between wind exponents
taken from these different sources.

[33] The integrated mean-square slopes of the sea sur-
face, MSS ¼

R
B0k�1dk, calculated from the measured

spectra in the wave number range from 20 to 1000 rad/m
are shown in Figure 9. Using Cox and Munk [1954] data
for the MSS of the clean (MSSCM) and slick covered sur-
face (MSSslick), we simply estimate MSS in the short wind
wave interval (MSSshort) as the difference: MSSshort ¼
MSSCM �MSSslick . Though it is not exactly known what
range of short wave is suppressed in the slick areas (shorter
than about 30 cm, as discussed by the authors), we still
may conclude that agreement of our measurements with
Cox and Munk [1954] data is also good. Similar conclusion
holds when considering Ka-band inferred MSS parameter
of Vandemark et al. [2004]. Using Cox and Munk’s direc-
tional MSSshort estimates, the integrated directionality, ratio
of the MSS in cross-wind direction to the MSS in the up-
wind direction, is also in close agreement with the meas-
ured slope spectral directionality in wave number range
20 rad=m < k < 1000 rad=m, as shown in Figure 9
(right).

[34] The total mean-square slope shown in Figure 9 (left)
is calculated from the composition of the ‘‘long wave’’
spectra measured by the wave gauges and ‘‘short wave’’
spectra derived from the surface brightness measurements.
The measured total MSS is in a good relation with the MSS
reported by Cox and Munk [1954]. Measured MSS of the

Figure 6. (left) Parameter of the angular anisotropy, D, derived from spectral measurements, (solid
line with confident intervals shown by dash lines), and from C-band and Ku-band radar measurements
(open circles and crosses correspondingly). (right) Parameter D following (dash lines) Elfouhaily et al.
[1997] model and (solid lines) the revised model at wind speeds 5 m/s (red), 10 m/s (green), 15 m/s
(blue). Symbols are the same as in the left plot.

Figure 7. Omnidirectional wave number saturation spec-
tra. (a) Present measurements; (b) field measurements by
Hwang et al. [1996] (wind speeds are 2.1, 3.5, and 5.7 m/s)
and by Hara et al. [1998], u� ¼ 0.1, 0.2, and 0.3 m/s (nota-
tions are the same as in their Figure 8); (c) the revised
model and model by Kudryavtsev et al. [2003] at wind
speeds 5, 10, and 15 m/s; (d) model by Elfouhaily et al.
[1997] and Hwang [2011].
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sea surface confined the wave number intervals k< 2000
rad/m, k< 162 rad/m, k< 63 rad/m, k< 21 rad/m, are
shown in Figure 10. Estimates of the MSS in the same
intervals but derived from the radar measurements (as pre-
sented by Hwang [2011, Figure 4]) are also shown in Fig-
ure 10. In overall, our data are well consistent with radar
observations.

[35] The mean surface curvature, MC ¼
R

B0kdk, esti-
mated in the wave number range 20 rad=m < k <
1000 rad=m is shown in Figure 11. These data are further
used for validation of the model spectrum.

5. Revised Semiempirical Spectral Model

[36] These new measured spectra provide the opportu-
nity to revise the previously suggested simplified semiem-

pirical models of short wind wave spectra suggested in
Kudryavtsev and Johannessen [2004] and Kudryavtsev et
al. [2005]. These model spectra follow on solutions of the
energy balance under the wind action, generation of short
waves by wave breaking, including generation of parasitic
capillaries, viscous dissipation, nonlinear energy losses
associated with wave breaking in the gravity range, and a
nonlinear quadratic limitation of the spectral level in the
capillary-gravity and capillary range. As developed, the
resonant three-wave interaction term is omitted. Recently,
Kosnik et al. [2010] investigated the role of this particular
contribution. As found, efficiency of three-wave interac-
tions is confined within a narrow band centered around the
minimum phase velocity, causing, at low winds, a pro-
nounced dip in the capillary-gravity saturation spectrum.
At larger and smaller wave numbers resonant three-wave

Figure 8. (left) Wind exponent in B0 � Um
10 for all runs (bottom solid line) and for winds lower 10 m/s

(top solid line). Dash lines show wind exponent from Hwang [2011] model. Gray solid line with confi-
dential intervals demonstrates Banner et al. [1989] result. (right) Revised model wind exponent. The
model wind exponents correspond to U10¼ 5 m/s (dash), U10¼ 10 m/s (solid), and U10¼ 15 m/s (dash-
dotted). Dotted line in right plot shows parameter 2=n. Symbols in both plots show wind exponent for
Bragg scattering derived from C-band (circles) and Ku-band (triangles) data averaged around the wind
speed 10 m/s.

Figure 9. (a) Mean-square slopes of short waves (gray diamonds) and waves in the whole wave num-
ber region (circles). Dash black line is Cox and Munk relation [Cox and Munk, 1954], dash gray line is
Cox and Munk relation for the short waves (see the text), solid line corresponds to model calculations.
(b) Ratio of the MSS in cross-wind to the MSS in the up-wind direction for the short wind waves; dash
lines—Cox and Munk data, symbols are the ratio estimated from measured spectra, solid line is the
model.
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interactions are weak compared to the combined impact of
the other energy sources. In the present study, we thus omit
this term to follow the same framework suggested earlier.
As such, the wave spectrum is represented as a superposi-
tion of a spectrum corresponding to ‘‘freely propagating’’
waves generated by wind (direct wind forcing) and
breaking of longer waves (due to mechanical disturbances
of the surface) and a spectrum of ‘‘bound’’ parasitic capilla-
ries generated by microscale breaking of the freely propa-
gating waves (see Appendix A for more details and
notations).

[37] The model has a ‘‘key’’ tuning function, n k=k�
� �

,
corresponding to the exponent of the nonlinear dissipation
term (k� ¼

ffiffiffiffiffiffiffiffi
g=�

p
is the wave number of minimum phase

velocity). This exponent then imposes the spectral depend-
ency of the wind exponent, B~um

� , in gravity and capillary-
gravity range of the spectrum as m ¼ 2=n k=k�

� �
(see equa-

tion (A6) with (A2). Equation for n k=k�
� �

is given by equa-
tion (A12) with (A13), and the fits to measured wind
exponent in terms of m ¼ 2=n k=k�

� �
are shown in Figure

8. The other model tuning function, � k=k�
� �

, sets up the
‘‘threshold level’’ for the saturation spectrum. As defined
(see equation (A14)), this tuning function is not ‘‘free’’ as
its shape is defined by n k=k�

� �
. The magnitude of � k=k�

� �
and consequently the wave spectral level further depends
on the value of the tuning constant a. Value of this constant

is fixed at a ¼ 1:5 � 10�3 to fit the model mean-square slope
(MSS) to the measurements.

[38] Following the model construction, the wind expo-
nent parameter, m ¼ 2=n k=k�

� �
, also imposes the angular

distribution, as B
~

cos’ð Þ2=n (see equation (A6)). The meas-
ured spectrum is a folded spectrum, Bf(k), that relates to
the directional spectrum as

Bf kð Þ ¼ B kð Þ þ B �kð Þ½ �=2: ð12Þ

[39] The angular modulation parameter, D, of the folded
spectra can be expressed through the directional spectrum
in up-wind, down-wind, and cross-wind directions (spectra
correspondingly) as

D kð Þ ¼ �
2

Bup þ Bd � 2Bcr

Bo
; ð13Þ

where Bo is omnidirectional (integrated over all directions)
spectrum. Anticipating that energy of waves traveling
against the wind is comparably small (i.e., Bup 	 Bd), D is
strongly dependent on spectral level in cross-wind direc-
tions. In these directions, the spectral level is assumed to be
dominated by energy pumping from surface disturbances
caused by breaking crests (see equation (A7)), as also sug-
gested by Rozenberg and Ritter [2005] from laboratory
experiments. Our experimental data (Figure 6) are used to
infer the constant cb in the energy source Qw

b defined by

Figure 10. Mean-square slope of the sea surface confined various wave number intervals (indicated in
each of the plots). Filled circles are present measurements; solid lines are fits to the data derived from
the radar measurements (taken from Hwang [2011], his Figure 4); dash line is fit of Cox and Munk
[1954] data.
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(A5). This constant is fixed at cb ¼ 4:5 � 10�3 and deter-
mines an ‘‘overall’’ significance of wave breaking energy
pumping mechanism. The spectral shape of D follows the
nonlinear dissipation parameter n k=k�

� �
tuned to the wind

exponent data. Therefore, the azimuthal distribution of
wave energy and its sensitivity to the wind are coupled.

[40] Model omnidirectional spectra are shown in Figure
7. As developed, model spectra well adjust to measure-
ments to reproduce the spectral shape in the capillary-
gravity and capillary interval. Figures 6 (right) and 8 (left)
demonstrate the revised model consistency in terms of
directionality parameter and wind exponent. Remarkably,
the mean curvature of short wind waves calculated from
the model spectrum in the wave number interval from
k¼ 20 to k¼ 1000 rad/m corresponds to the mean curvature
estimated from the measured spectra (Figure 11). Note that
the total model mean curvature of the sea surface (inte-
grated over all wave numbers) is about 2 times larger.

6. Conclusion

[41] In this paper, we report new field stereophotograph
measurements of 2-D wave number spectra of short wind
waves in the wavelength range from few millimeters to few
decimeters. The method strongly builds on the brightness
cross-spectral analysis to reduce the noise within this short
wave gravity and capillary range. Field measurements of
wind wave spectra are still rare, and the reported data thus
provide valuable information to bring new evidences on the
2-D spectral distribution of short wind waves in the wave-
length range from decimeters to millimeters.

[42] In particular, it is confirmed that spectra of decime-
ter waves are very weakly dependent on the wind speed
and its direction. Wind speed and direction sensitivity only
starts to appear in the short wavelength range, more pre-
cisely in the vicinity of the wave number 100 rad/m, where
the wind exponent grows from 0.5 to 1.5–2.5 at 800 rad/m,
and angular parameter amounts the value D 
 0.5. These
aspects are very consistent with similar quantities derived
from other optical and radar data. For the latter, we solely

extracted the polarization sensitivity to best isolate the con-
tribution associated to the wave saturation spectrum around
the resonant wave number. For the former, mean-squared
slope statistics were used to assess the integrated short-
scale directional spectral properties.

[43] As revealed, observed direction spectral distribu-
tions are significantly different from those previously sug-
gested [Elfouhaily et al., 1997; Kudryavtsev et al., 2003,
2005]. On the basis of these new in situ measurements, we
then propose to revise the semiempirical model of short
wind wave spectra. Accordingly, new additional constraints
are used to refine the nonlinear dissipation parameter,
n k=k�
� �

, tuned to match the inferred wind exponent data.
As hypothesized, such a constraint is key to refine the
directional spectrum. The mean saturation spectrum is fur-
ther adjusted to be consistent with the robust Cox and
Munk [1954] dependence of mean-square slope on wind
speed.

[44] As developed, the proposed two-dimensional wave
number spectrum is valid over the ultragravity and capil-
lary large wave numbers, and is analytically amenable to
different usage. This revised model can readily be imple-
mented in other studies (radar scattering, air-sea interaction
issues, etc.), where detailed knowledge of short wind wave
spectra is crucial.

Appendix A : The Main Relations of
Semiempirical Spectrum Model

[45] Following the approach suggested by Kudryavtsev
and Johannessen [2004] and Kudryavtsev et al. [2005], the
spectrum results from solution of the energy balance equa-
tion written in the following form

Q Bð Þ � �	 kð ÞB kð Þ � B kð Þ B kð Þ
�

� �n

þ Qb kð Þ ¼ 0; ðA1Þ

where Q(B) is the total spectral energy source represented
as a sum of the effective wind forcing, nonlinear energy
losses (associated with wave breaking in the gravity range,
and a nonlinear quadratic limitation of the spectral level in
the capillary-gravity and capillary range), generation of
short waves by breaking of longer waves (Qb), including
generation of parasitic capillaries. In this equation B(k) is
the saturation spectrum, �	 kð Þ ¼ � kð Þ � 4	k2=! is the
effective growth rate, which is the difference between the
wind growth rate, �(k), and the rate of viscous dissipation,
� and n are tuning functions of k/k�, which are equal to
constants � ¼ �g; n ¼ ng at k=k� 	 1, and equal to other
constants (e.g., n¼ 1) at k=k� > 1; k� ¼

ffiffiffiffiffiffiffiffi
g=�

p
– wave

number of minimum phase velocity.
[46] Wind wave growth rate is parameterized as sug-

gested in Kudryavtsev and Makin [2004]:

� kð Þ ¼ c� 1þ cos 2’
� �

u� Ukcos’� cð Þ=c2; ðA2Þ

where c� is constant c� ¼ 1:2 � 10�3
� �

, Uk is mean wind
velocity at z¼ k�1. The source term Qb ¼ Qpc

b þ Qw
b

describes generation of short surface waves by wave break-
ing. Depending on the scale of a breaking wave, two mech-
anisms are specified. First, due to the effect of the surface

Figure 11. Mean curvature of the short waves: symbols
are the data, solid and dash lines are the model mean curva-
ture in the wave number range 20 rad=m < k <
1000 rad=m and k> 20 rad/m, correspondingly.
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tension, short breaking waves with k> kb (where kb is of
order kb � 102 rad/m) are not disrupted, but produce ‘‘regu-
lar’’ trains of parasitic capillaries (bound waves). These
parasitic capillaries provide energy losses in breaking
waves. Therefore, rate of generation of parasitic capillaries
is equal to the energy dissipation by the carrying short
gravity wave at wave number K ¼ k2

�=k :

Qpc
b kð Þ ¼ 
 kð Þ B B=�ð Þn½ �k¼K ; ðA3Þ

where 
(k) is a filter function restricting generation of para-
sitic capillaries in wave number space. The crests of longer
breaking waves with wave number k< kb disrupt and pro-
duce mechanical perturbations of the sea surface. These
mechanical perturbations generate ‘‘freely’’ propagating
surface waves in all directions as reported by Rozenberg
and Ritter [2005]. The rate of their generation is defined by

Q!
b kð Þ ¼ cb!

�1

Z Z
k<kbm

!� kð ÞB kð Þdln kd’; ðA4Þ

where cb is an empirical constant (here cb ¼ 4:5 � 10�3);
kbm ¼ min k=10; kbð Þ is the upper limit of integration defin-
ing interval of breaking waves which generate freely propa-
gating short waves at wave number k.

[47] We then assume that the wave spectrum in the equi-
librium range, B, can be represented as a superposition of
spectrum of freely propagating waves (generated by the
wind per se and by wave breaking; hereinafter these waves
are called as wind waves), Bw, and spectrum of parasitic
capillaries (bound waves), Bpc, generated on the crests of
that freely propagating waves:

B kð Þ ¼ Bw kð Þ þ Bpc kð Þ: ðA5Þ

[48] Either Bw(k) and Bpc(k) spectra are defined as solu-
tion of the energy balance equation (A1). For the wind
wave spectrum the wave breaking source Qb in equation
(A1) to be replaced by Qb ¼ Qw

b . Solution of such a nonlin-
ear algebraic equation is not straightforward (index of
power has an arbitrary value). However, it can be effec-
tively found by iterations on the basis of its known asymp-
totic solutions at up-wind, down-wind, and cross-wind
directions. Aligned in the wind directions, the wave break-
ing source Qw

b is expected to be small in comparison with
direct wind energy input. Then approximate solution in
down-wind direction is

Bd
w ¼ ��1=n

	 : ðA6Þ

[49] At cross-wind directions, where the effective wind
input is small or vanishing, �	 
 0, the wave spectrum
approximately reads:

Bcr
w 
 �n= nþ1ð Þ Qw

b

� �1= nþ1ð Þ
: ðA7Þ

[50] At the up-wind directions, where �	 kð Þ < 0, one
may anticipate the low spectral density, thus nonlinear term
in equation (A1) can be omitted, and Bw results from the
balance of wave breaking source and energy losses due to
viscosity and interaction with the opposing wind:

Bup
w 
 �Iwb=�	: ðA8Þ

[51] Combination of these three ‘‘asymptotic’’ solutions,

B0
w ¼ max Bd

w;min Bcr
w ;B

up
w

� �	 

; ðA9Þ

provides a first guess for wave spectrum. Next iteration for
wave spectrum is defined by

Bj
w ¼ Bj�1

w � Q Bwð Þ= @Q=@Bwð Þ½ �Bw¼Bj�1
w
; ðA10Þ

where Q(Bw) is the total energy source function (A1) for
wind waves (where Qb is equal to Qb ¼ Qw

b ). Practically,
iteration scheme (A10) with the first-guess solution (A9)
converges to the exact solution after three iterations.

[52] Spectrum of parasitic capillaries results from the
same energy balance equation (A1) where the parasitic cap-
illary term, Qb ¼ Qpc

b , is the only energy source (wind forc-
ing is omitted) which is balanced by viscous and nonlinear
dissipation. Solution of this equation is straightforward and
reads:

Bpc kð Þ ¼ �
2
�4	k2=!þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4	k2=!ð Þ2 þ 4Qpc

b kð Þ=�
q� �

; ðA11Þ

with Qpc
b defined by relation (A3) for the wind wave spec-

trum Bw.
[53] Now to complete the model we need to define the

model functions, n k=k�
� �

and � k=k�
� �

, following
Kudryavtsev et al. [2003]. The key function n k=k�

� �
is

related to the wind exponent (see equation (A6)):
m ¼ 2=n k=k�

� �
. We specify its shape as

1=n k=k�
� �

¼ 1� 1=ng

� �
f k=k�
� �

þ 1=ng; ðA12Þ

where f k=k�
� �

is a tuning function satisfying conditions, f
! 0 at k=k� 	 1, and f ! 1 at k=k� � 1. In order to fit
wind exponent shown in Figure 8, the tuning function
f k=k�
� �

is defined as

f k=k�
� �

¼ 1þ tanh 2 � � �bð Þð Þ½ �=2; ðA13Þ

where � ¼ ln k; �b ¼ ln kb and kb is a wave number corre-
sponding to center of transition interval which is fixed at
kb ¼ 1=4k�. Parameter ng is fixed at ng¼ 10 in order to be
consistent with Banner et al. [1989] data.

[54] As argued in Kudryavtsev et al. [2003], the other
tuning function, � k=k�

� �
, is linked to n k=k�

� �
as

ln � k=k�
� �	 


¼ ln a� ln C�

� �
=n k=k�
� �

; ðA14Þ

with C� ¼ 0:03 as a mean value of the growth rate, and a is
a constant which is chosen as a ¼ 2 � 10�3 in order to get
right value of the sea surface MSS.

[55] The filter function 
(k) restricting action of the para-
sitic capillaries source (A3) is refined to be consistent with
spectral behavior of f-function (A13) defining nonlinear
dissipation. We assume that ‘‘high-frequency’’ cut-off of

(k) must be linked to the transition wave number, kb, as
kh

pc ¼ k2
�=kb, while the low-frequency cut-off of 
(k) to be

kl
pc ¼ nk� where n should be about n¼ 2, but we fixed it at
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n¼ 3/2 in order to get location of the parasitic capillaries
peak as observed in the experiment. Thus the filter function
is defined as


 kð Þ ¼ f k=kl
pc

� �
� f k=kh

pc

� �
: ðA15Þ

[56] An example of model spectra calculation is shown
in Figure 12. The ‘‘pure wind’’ spectra are obtained when
the impact of wave breaking on generation of the freely
propagating waves and bound capillaries, is omitted. Com-
pared with full model, the role of wave breaking is clearly
emphasized.

[57] The suggested spectrum is valid in the equilibrium
range of wind waves, i.e., far from the spectral peak of
energy containing waves. In order to have the wave spec-
trum for the whole wave number range from wave of the
spectral peak to shortest capillaries, B(k), we follow the
approach suggested by Elfouhaily et al. [1997]: the full
wave spectrum is a composition of the empirical spectrum,
Bp(k), proposed by Donelan et al. [1985] with the high-
frequency ‘‘cut-off’’ function, ’p k=kp

� �
, suppressing Bp at

wave numbers exceeding 10kp (kp is wave number of the
spectral peak) and the equilibrium spectrum, B, suggested
here. Then the model for the full wave spectrum is:

B kð Þ ¼ ’pBp kð Þ þ 1� ’p

� �
B kð Þ: ðA16Þ

[58] Model calculations presented in section 4 are based
on the composition (A16).

Appendix B : Error Analysis

[59] The procedure of image processing includes several
stages and at each of them definite errors occur. The main
error sources that appear in spectrum estimation with the
use of proposed method are

[60] 1. The calibration error in stereo processing;
[61] 2. The parallax error, i.e., the inaccuracy in corre-

sponding point search on the pair of images;

[62] 3. The error of brightness spectrum estimation due
to foreign objects on the sea surface, glints, foam and
brightness variation on the slope of longer waves;

[63] 4. Underestimation of brightness spectrum at higher
wave numbers due to optical smoothing at several pixel scale;

[64] 5. The effects of nonlinearity of transfer function
between image brightness and elevation.

[65] The first two points are analyzed in detail in Miro-
nov et al. [2012] and give the error of order of 1 cm in hori-
zontal direction and not more than several millimeters in
wave height estimation. For our purposes, such accuracy is
quite satisfactory because the pure stereo spectrum is used
only in the range of few decimeter waves to obtain the
transfer function between slope and surface brightness.

[66] From the other hand, the statistical error of elevation
and image brightness omnidirectional spectra may be esti-
mated as

�Sstereo ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N N � 1ð Þ
XN

i¼1

Si � S
� �2

vuut =S

and

�Sbr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N N � 1ð Þ
XN

i¼1

Si � Sbr

� �2

vuut =Sbr ;

[67] respectively, where N is the number of processed
images in the run. Both these errors in most runs lie in the
range 10–15%.

[68] As the transfer function, Ti,j, is calculated from the
ratio of two spectra, its error estimate reads

�T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�S2

stereo þ �S2
br

q

and does not exceed 20%. This value is obtained under the
assumption of transfer function linearity that was shown
and discussed in Kosnik and Dulov [2011]. Unfortunately,
we cannot give the direct numerical estimation of the
effects of transfer function nonlinearity but its cos2-shape,
high-coherency level [Kosnik and Dulov, 2011] and
adequate observed spectrum wind dependencies may serve
to confirm that these effects are not crucial.

[69] One more error source manifests at the very shortest
waves and related with camera imperfection. It consists in
the fact that the point object in 3-D space is always seen on
the photograph as a blurred spot of final size. In our case, it
leads to spectrum underestimation at higher wave numbers
[J€ahne, 2002; Kosnik and Dulov, 2011]. In Kosnik and
Dulov [2011], as well as in present paper, this problem was
solved by spectrum multiplying by so called modulation
(optical) transfer function (MTF) that was estimated in sep-
arate procedure. The error of its estimation may be calcu-
lated at every wave number the same way as above:

�MTF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N N � 1ð Þ
XN

i¼1

MTFi �MTF
� �2

vuut =MTF :

[70] Here, N is the number of photographs in MTF re-
trieval procedure, described in Kosnik and Dulov [2011].

Figure 12. Model spectra for wind speeds U10¼ 5 m/s,
U10¼ 10 m/s, U10¼ 15 m/s (bottom-up). Calculation with
and without wave breaking ripple generation term (solid
lines and dash lines, respectively).

YUROVSKAYA ET AL.: SHORT WAVE SPECTRA FROM PHOTOGRAPHY

4392



�MTF was found to be negligibly low at wave numbers
k< 300 rad/m (as well as the impact of MTF itself) and
growing up to 5% at k¼ 1000 rad/m at the top area of the
photo (Figure 13).

[71] Thus, the total error estimate for the omnidirectional
saturation spectrum obtained from brightness spectrum is

�B ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�T 2 þ �S2

br þ �
2
MTF

� �q

 30%;

[72] slightly growing with the wave number in capillary
range. The directional spectrum error is obviously higher
and depends on the angle, increasing in the directions per-
pendicular to the main axis of stereo system [Stilwell,
1969; Kosnik and Dulov, 2011].
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