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Abstract We acquired coincident marine controlled source electromagnetic (CSEM), high-resolution
seismic reflection and ocean-bottom seismometer (OBS) data over an active pockmark in the crest of the
southern part of the Vestnesa Ridge, to estimate fluid composition within an underlying fluid-migration
chimney. Synthetic model studies suggest resistivity obtained from CSEM data can resolve gas or hydrate
saturation greater than 5% within the chimney. Acoustic chimneys imaged by seismic reflection data
beneath the pockmark and on the ridge flanks were found to be associated with high-resistivity anomalies
(+2–4 Ωm). High-velocity anomalies (+0.3 km/s), within the gas-hydrate stability zone (GHSZ) and
low-velocity anomalies (−0.2 km/s) underlying the GHSZ, were also observed. Joint analysis of the resistivity
and velocity anomaly indicates pore saturation of up to 52% hydrate with 28% free gas, or up to 73% hydrate
with 4% free gas, within the chimney beneath the pockmark assuming a nonuniform and uniform fluid
distribution, respectively. Similarly, we estimate up to 30% hydrate with 4% free gas or 30% hydrate with
2% free gas within the pore space of the GHSZ outside the central chimney assuming a nonuniform and
uniform fluid distribution, respectively. High levels of free-gas saturation in the top part of the chimney are
consistent with episodic gas venting from the pockmark.

1. Introduction

Gas hydrates are naturally occurring solid substances containing a gas molecule within a rigid cage of water
molecules that form at low temperatures and high pressures [Kvenvolden, 1999]. In 80% of naturally occurring
gas hydrates, the constituent gas is methane, although carbon dioxide, hydrogen sulphide, ethane, propane,
and isobutane can also form hydrates [Kvenvolden, 1993; Sloan et al., 1998]. Hydrate formation is mainly con-
trolled by temperature, pressure, gas concentration, pore fluid salinity, and the nature of the gas enclosed
[Sloan and Koh, 2008]. The Vestnesa Ridge, located on the West Svalbard continental margin, is an area where
gas hydrates are stable within the top 200 m of sediments below the seafloor [Vogt et al., 1994; Hustoft et al.,
2009; Bünz et al., 2012; Smith et al., 2014a]. The presence of gas hydrate in the area was predicted from the
observation of a discontinuous bottom simulating reflector (BSR) in seismic reflection data [Vogt et al., 1994].
High seismic velocities near the interpreted base of gas hydrate stability zone (GHSZ) [Hustoft et al., 2009],
further supported the argument for hydrate presence, which was later confirmed by the recovery of hydrates
in a shallow sediment core collected from the pockmark in 2008 [Fisher et al., 2011].

The discovery of numerous pockmarks with episodic methane venting along the crest of the Vestnesa Ridge
[Hustoft et al., 2009; Fisher et al., 2011; Bünz et al., 2012; Smith et al., 2014a] has caused increased scientific inter-
est over the last decade to understand the dynamics of the gas/gas hydrate system beneath these pockmarks.
Acoustic flares observed on hydroacoustic data show that some bubbles occasionally reach the upper mixed
layer of the ocean (≤400 m in NW of Svalbard) [de Boye Montegut et al., 2004; Hustoft et al., 2009; Bünz et al.,
2012; Smith et al., 2014a]. Geochemical analysis of gas and hydrate sampled at the Vestnesa pockmarks con-
tain a strong thermogenic signature [Fisher et al., 2011; Smith et al., 2014a; Panieri et al., 2014], which suggest
the venting gas migrates from depth and escapes through the GHSZ. The origin of the thermogenic gas is
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Figure 1. Map of west Svalbard highlighting the Vestnesa Ridge survey area on the regional bathymetry map from
international bathymetric chart of the Arctic Ocean (IBCAO) data [Jakobsson et al., 2008]. The zoomed survey area map
shows the location of the coincident CSEM and seismic survey overlaid on top of multibeam bathymetry data acquired
in 2011. CSEM-Line9 and 2012-10 are used along with velocity profile obtained from the OBS sites to interpret
subsurface properties across the ridge over an active pockmark discovered in 2008 [Westbrook et al., 2009].
VR = Vestnesa, MR = Molloy Ridge, N3 = OBS Site [Chabert et al., 2011], WSC = West Spitsbergen Current, RAC = Return
Atlantic Current, NSC = North Spitsbergen Current, and YSC = Yermak Slope Current [Sarkar et al., 2012; Gebhardt
et al., 2014].

inferred to be early Miocene source rocks [Smith et al., 2014a]. Acoustic chimneys imaged by seismic reflec-
tion data underneath some of these pockmarks appear to act as migration pathways for the free gas [Hustoft
et al., 2009; Bünz et al., 2012; Smith et al., 2014a].

Similar fluid escape features have been observed in other gas hydrate provinces [Bünz, 2004; Tréhu et al., 2004;
Torres et al., 2004; Gay et al., 2006; Sultan et al., 2014] which has led to modeling studies, to understand why
free gas and gas hydrate coexist within the GHSZ [Liu and Flemings, 2006, 2007; Smith et al., 2014b]. These
model studies also address how fluid escape features form and evolve over time to allow free gas to escape.
On the basis of seismic reflection data, it has been argued that the chimneys underneath the pockmarks at
the Vestnesa Ridge are fed by an overpressured free-gas zone directly below the GHSZ [Hustoft et al., 2009].
Zones of connected free gas with significant depth extent lead to excess pore pressure below the ridge, which
subsequently drives free gas toward the seafloor through weaknesses along sediments below the ridge [Vogt
et al., 1994; Hustoft et al., 2009].

Marine controlled source electromagnetic (CSEM) data provide a measure of the bulk resistivity of sediments,
which is sensitive to the fluid composition in the pore spaces. Gas hydrate and free gas cause an increase
in bulk resistivity, while saline pore waters are conductive (low resistivity). Use of CSEM data for marine gas
hydrate detection was first suggested by Edwards [1997] and has since been used in various gas hydrate set-
tings around the world [Schwalenberg et al., 2005; Weitemeyer et al., 2006b; Ellis et al., 2008; Schwalenberg et al.,
2010; Weitemeyer et al., 2011; Weitemeyer and Constable, 2010]. In this paper, our objective is to estimate the
fluid saturations within the fluid-escape features linked to the seafloor pockmarks with the help of coincident
CSEM, seismic reflection, and velocity data. This approach will help in evaluating the factors assisting methane
gas to escape through the GHSZ.

2. Regional Setting

The Vestnesa Ridge is a sediment drift situated on a hot (>115 mW/m2) [Hustoft et al., 2009] and young oceanic
crust (<20 Ma) on the eastern flank of the Molloy Ridge in the Fram Strait, west of Svalbard [Vogt et al., 1994;
Engen et al., 2008; Petersen et al., 2010] (Figure 1). As part of the West Svalbard continental margin, its stratigra-
phy has been largely influenced by seafloor spreading, bottom water currents, and glaciation [Eiken and Hinz,
1993; Forsberg et al., 1999]. The boomerang-shaped ridge with the western segment striking 100∘, parallel to
the Molloy transform and the eastern segment striking 125∘ contains 2–5 km of late Miocene and Pliocene
sediments [Eiken and Hinz, 1993; Howe et al., 2008] deposited by the northward flowing contour currents.
Plio-Pleistocene contourite deposits containing glacial debris drape the older contourites, and the very top
of the ridge is then covered by silty turbidites and muddy-silty contourites of mid-Weichselian and Holocene
age [Howe et al., 2008].
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Figure 2. Sketch of the CSEM instrument layout used in the 2012 survey at the Vestnesa Ridge. CSEM transmitter, DASI was towed 50 m above the seafloor and
transmitted a 81 A current across its 100 m dipole. The towed receiver, Vulcan was attached 300 m behind the DASI antenna and recorded the transmitted EM
signal along with the seafloor EM receivers, OBEs (modified from Weitemeyer and Constable [2010]).

3. Joint Seismic and CSEM Experiment
3.1. Rationale
Current knowledge of gas and hydrate distribution at the Vestnesa Ridge is primarily based on seismic reflec-
tion data. An intermittent BSR at the expected base of the GHSZ has been long used as an indicator for gas
hydrates at the Vestnesa Ridge [Vogt et al., 1994; Hustoft et al., 2009]. However, free gas is the primary cause
of the BSR [MacKay et al., 1994], and hydrate has been discovered in areas with no reported BSR [Paull and
Matsumoto, 2000; Haacke et al., 2007]. Seismic velocity anomalies, also used for estimating hydrate and gas
saturation, can be obscured by the presence of small amounts of free gas.

Hydrate saturation in pores is often estimated using resistivity measurements during drilling. High resistivity
within sediment may be an indicator for hydrate [Collett and Ladd, 2000; Collett et al., 2012] and also free
gas-occupying sediment pores [Pearson et al., 1983]. However, other geologic factors such as carbonates,
decreased porosity, or pore fluid freshening among others may also lead to high resistivities. While a small
concentration of free gas leads to a significant lowering of P wave velocity, a much larger amount of free gas
is required to give the same proportionate rise in resistivity [Constable, 2010]. Colocated seismic and CSEM
data were acquired at the Vestnesa Ridge during summer 2011 and 2012 (Figure 1), to identify and measure
gas hydrate and free gas saturation using CSEM-derived resistivities and velocity from seismic data.

3.2. CSEM Data Acquisition
We used a deep-towed CSEM transmitter: deep-towed active source instrument (DASI) [Sinha et al., 1990],
nine ocean-bottom electric field (OBE) sensors [Minshull et al., 2005], and a deep-towed triaxis electric field
receiver—Vulcan [Weitemeyer and Constable, 2010] (Figure 2). DASI was towed 50 m above the seafloor and
transmitted a 1 Hz square wave of 81 A current across its 100 m horizontal dipole antenna. A low dipole
moment (10 kA m for the fundamental 1 Hz frequency) was chosen to reduce the effect of saturating the
electric field preamplifiers. The two orthogonal 12 m long dipoles on each OBE recorded the horizontal com-
ponents of the electric field at a sampling frequency of 125 Hz. Vulcan was towed 300 m behind the DASI
antenna to record the Evertical and Ecross line across its 1 m dipole antennae and Einline across its 2 m dipole antenna
at 250 Hz sampling frequency.

An ultrashort baseline (USBL) acoustic navigation system was used during the CSEM operation to obtain high
accuracy in transmitter positioning. A remotely operated vehicle (ROV), HyBIS [Murton et al., 2012] equipped
with a USBL transponder, was used for OBE deployment to obtain accurate placement on the seafloor. OBEs
were released from approximately 2–3 m above the planned deployment locations. ROV cameras provided
additional confirmation of the OBEs on the seafloor.

3.3. Seismic Data Acquisition
High-resolution seismic data were acquired using a GI gun source (45 cubic inches/2000 psi) that generated
useful frequencies up to 300 Hz and a 60-channel streamer with 1 m group spacing. Two ocean bottom seis-
mometers (OBSs) [Minshull et al., 2005] were deployed to record the GI gun source along a profile coincident
with the CSEM profile. These instruments were deployed on the seabed using the approach described above
for the OBEs and recorded a hydrophone channel and three orthogonal geophone channels, each at 4 kHz
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Table 1. OBE Dipole Orientations From Geographic North
Measured Clockwise Obtained Using OPRA Rotation Code of
Key and Lockwood [2010]a

Inline Orientation—64.5∘

OBE Site Orientation Ch-1 (Ex ) Orientation Ch-2 (Ey )

V01 105.5∘ 195.5∘

V02 −16.0∘ 76.0∘

V03 101.5∘ 191.5∘

V04 0.5∘ 90.5∘

V05 −50.5∘ 40.5∘

V06 −160.0∘ −70.0∘

V07 −90.0∘ 0.0∘

V08 −36.0∘ 66.0∘

V10 40.5∘ 130.5∘

aThe angles obtained have an uncertainty of ±3∘.

sample rate. One was deployed on the south-
west flank of Vestnesa Ridge to determine
the velocity structure of the contourite sed-
iment away from the influence of the pock-
mark and the pipe structure beneath it. The
other was deployed within the pockmark
(Figure 1).

4. Data Analysis
4.1. CSEM Data Processing
In marine CSEM geophysical measurements,
we are interested in the Earth’s response
to the induced currents due to the elec-
tromagnetic source. This response can be
represented by a transfer function (TF) and
varies according to changes in conductivity,
source-receiver offset, and other geometric
factors [Myer et al., 2011]. When using a con-
tinuous CSEM signal, we examine the infor-

mation about Earth’s TF in the frequency domain [Myer et al., 2011]. We have followed the processing method
detailed in Myer et al. [2011] to analyze the data in frequency domain. We used 1 s analysis window for the
Fourier transform of the CSEM data which were then stacked over 60 s windows to improve signal-to-noise
(S/N) ratio [Myer et al., 2011]. All the transmitter and receiver navigation (see Appendix A) was merged with
the stacked data to assign spatial positions every 46 m along the profile. Due to compass failure in HyBIS, we
were unable to obtain directly the orientations of the receiver dipoles, which are important for the quality of
2-D inversion results. The orientation of OBE dipoles was calculated using the orthogonal procrustes rotation
analysis (OPRA) code of Key and Lockwood [2010] (Table 1). The angles obtained using OPRA have previously
been shown to be accurate to within 3∘ [Key and Lockwood, 2010]. Data from the top five harmonic frequencies
(1–9 Hz) of Vulcan data and top four harmonic frequencies (1–7 Hz) for OBE data were found to have sufficient
S/N ratio for detailed analysis. The OBE receivers saturated at amplitudes higher than 10−9 V/Am2, which usu-
ally occurred at source-receiver offsets of around 850 m for the fundamental 1 Hz frequency. The noise floor
of the OBE instruments was below 10−12.5 V/Am2, which at 1 Hz occurred at about 3000 m source-receiver
offset. The low-saturation limit and high noise floor are likely to be related to the nature of the preamplifiers
used and the age of the Ag-AgCl electrodes used in the OBEs.

4.2. CSEM Data Error and Uncertainty
The main sources of error in our data were the location uncertainties for our transmitter antenna and receivers
(see Appendix B) and environmental noise (see Appendix C). Due to similarity in the instrument setup to Myer
et al. [2012], we expected location uncertainties to be the dominant contributor to CSEM data errors. Ampli-
tude and phase uncertainty as a result of location uncertainty in our data were calculated using a composite
uncertainty model analysis [Myer et al., 2012]. We then combined the location uncertainty with the environ-
mental noise, captured in our variance calculations, to obtain the total uncertainty for the purpose of CSEM
inversion (typically around 2–3% of the datum).

4.3. Pseudosection for Vulcan Data
The pseudosection technique is a tool often used in direct current (DC) resistivity and induced polariza-
tion (IP) methods as it provides a quick preview of lateral resistivity variations of the subsurface [Weitemeyer
et al., 2011]. Weitemeyer et al. [2006b] and Weitemeyer and Constable [2010] showed that the same technique
can be used to analyze towed receiver (Vulcan) CSEM data. The magnitude of the major axis of the polar-
ization ellipse traced by the electric field (Pmax) [Smith and Ward, 1974] is a robust way of estimating the
horizontal field at the receiver location, as it depends only upon the relative phase between the recorded
electric fields and the amplitudes of the horizontal components [Behrens, 2005]. The pseudosection method
involves 1-D forward modeling for various resistivity values and computation of polarization ellipses to elim-
inate source receiver geometry uncertainty in the horizontal plane [Behrens, 2005; Weitemeyer et al., 2006b].
One-dimensional forward models were generated for each transmitter-receiver location for the Vulcan data
(Figure 3a) using the Dipole1D forward modeling code of Key [2009]. The 1-D model contained three main
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Figure 3. (a) One hertz Vulcan data are shown with various 1-D half-space resistivity forward models. (b) Multiple
frequency (1–9 Hz) Vulcan pseudosection showing a high resistivity anomaly at the ridge axis and two smaller resistivity
anomalies at the ridge flanks. The location of these resistivity anomalies is linked to electric field anomalies (Pmax) on
Vulcan data. Apparent resistivity values for each datum were obtained by searching for the best fitting 1-D half-space
resistivity model (computed at 0.1 Ωm intervals) to the observed data.

components: (i) an insulating air layer, (ii) conductive seawater layers with varying conductivity layers recorded
by conductivity-temperature-depth (CTD) probe, and (iii) a resistive sediment layer containing a uniform
resistivity using a range of resistivity values from 0.3 Ωm to 100 Ωm.

A lookup table method was then used to find an apparent resistivity value for each data point. This involved
a search for the resistivity value of the 1-D forward model that gave the best fit to the Pmax value of the data
point for each transmitter receiver position [Weitemeyer and Constable, 2010]. The horizontal location of the
matching resistivity was assigned to be the midpoint between the transmitter and the receiver. The skin depth

of low-frequency CSEM transmission (0.1–10 Hz) is given by zs = 503
√

𝜌

f
, where f is the frequency and 𝜌 is

the resistivity of sediments. We assumed sediment resistivity of 1 Ωm for calculating the skin depth for each
frequency. The apparent resistivity value was then assigned to a depth range obtained from the skin depth
calculations in decreasing frequency order for each data point.

The apparent resistivity pseudosection for the Vulcan data (Figure 3) shows significant lateral resistivity vari-
ation. It shows an anomalous resistive pipe structure at the ridge axis below the pockmark with an apparent
resistivity of about 5 Ωm. Two smaller pipe-like features with slightly smaller apparent resistivity anomaly
could also be observed on the flanks of the ridge. The apparent resistivity of the smaller pipes is about 2 Ωm
which is slightly higher than the background 1.5Ωm apparent resistivity of the sediments. The magnitude and
depth of the anomalies are, however, not useful for any detailed analysis. The Vulcan pseudosection, however,
provides better horizontal resolution of shallow resistivity structures than our OBE data which are discussed
in section 6.1.

4.4. Inversion of OBE Data
The Vulcan pseudosection gives a useful first look at the lateral subsurface resistivity variation, but inversion
of CSEM data is required to obtain a more accurate resistivity image [Weitemeyer et al., 2010]. We used a finite
element (FE) forward code, MARE2DEM [Key and Ovall, 2011], that involves a 2.5-D assumption—the Earth is
assumed to be invariant in the direction perpendicular to the acquisition direction or inline (2-D Earth), but
the 3-D nature of the CSEM source is respected. The code uses unstructured grids of triangular elements to
overcome discretization difficulties and to conform readily to complex model features such as topographic
variations [Li and Constable, 2007; Li and Pek, 2008; Key and Ovall, 2011]. MARE2DEM implements a nonlinear
2.5-D inversion of CSEM data using a faster implementation of the original Occam code [Constable et al., 1987]
to obtain a resistivity image of the subsurface. In our unconstrained application, Occam’s inversion tries to
minimize the following regularized function [Constable et al., 1987]:

U (m, 𝜇) = ‖R (m)‖2 + 𝜇−1
[‖W (d − F (m))‖2 − 𝜒2

∗
]

(1)
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Table 2. 𝜒2 Misfit for the 2-D VTI Anisotropic Inversion for Individual OBE Sites
and Frequenciesa

OBE Site 1 Hz 3 Hz 5 Hz 7 Hz

V01 0.60 0.42 0.46 0.51

V02 0.64 0.56 0.61 0.68

V03 0.70 0.61 0.56 0.62

V04 0.76 0.68 0.73 0.79

V05 0.79 0.76 0.77 0.83

V06 0.89 0.76 0.77 0.78

V07 0.84 0.74 0.75 0.80

V08 0.85 0.76 0.69 0.77

V09 0.85 0.64 0.63 0.68

All 0.77 0.68 0.67 0.73
aInversion target misfit of 0.75 was achieved in eight iterations.

where ‖.‖ is the Euclidean norm and R, the measure of roughness, is the discrete first difference operator
on the model vector m which consists of logarithmic resistivity 𝜌 values. The first term acts as a regularizer
to stabilize the inversion and prevents it from producing wildly oscillating resistivity structures [Constable
et al., 1987]. The second term is the measure of the misfit of the forward response F(m) to the data d. W is
a weighting function that is the inverse of the standard data errors and 𝜒2

∗ is the target misfit. The result of
Occam inversion is mathematically unique because the inversion automatically chooses a value of Lagrange’s
multiplier, 𝜇, in order to fit the smoothest model to the data. In the initial stages of the inversion, it tries
to minimize the misfit of the model predictions until it reaches the target misfit. Once the target misfit is
reached, it performs a search over a range of 𝜇 values to find the smoothest model. The unique smooth
model is almost independent of the starting model [Wheelock, 2012] in the absence of excessive noise or
extreme subsurface resistivity structures.

Two-dimensional inversion of CSEM data requires careful parameterization. Multifrequency (1–7 Hz) OBE
amplitude and phase data with transmitter-receiver offsets 850 m to 3000 m were used for the inversion. We
specified a simple starting model containing a highly resistive air layer (1012Ωm), seawater with 10 horizon-
tal resistivity layers (0.295–0.345 Ωm), computed from the recorded CTD measurements during the survey
and a constant resistivity of 1 Ωm for the sediments below the seafloor. We also specified an accurate seafloor
bathymetry, using the sum of the altitude (from altimeter) and depth (from CTD) mounted on the DASI frame.
The air and seawater resistivity were fixed while the resistivity below the seafloor is a free parameter in the
inversion scheme. Beneath the seabed, the initial triangular mesh were set up such that the mesh became
sparser with depth and toward the ends of the profile to minimize computation time. To choose a reason-
able target misfit and ensure that the inversion satisfy the global minimum, we ran an initial inversion to an
extremely low (0 or 0.1) target misfit, which the inversion could never reach. The target misfit is then found by
analyzing the value of misfit and Lagrange’s multiplier, and the inversion was rerun with the new target misfit.
Both isotropic and anisotropic inversions were initially tested and produced very similar models for the given
target misfit and error structures. Since the Occam inversion optimizes the value of Lagrange’s multiplier and
the roughness term for the given misfit, these parameters are not a good measure of how identical the two
models are. Therefore, we refer to the visual similarity of the models. The anisotropic inversion with vertical
transverse isotropy (VTI) was, however, smoother in the shallow sediments and converged faster (eight iter-
ations) than the isotropic inversion (14 iterations) and was chosen for our analysis. This inversion reached a
target root-mean-square misfit of 0.75 (Table 2) for the given error (approximately 2–3% of the datum).

4.5. OBS Data Analysis
Data from the OBS8 deployed on the flank of the ridge were of high quality, and it was straightforward to pick
a series of reflection events extending 700 ms below the seabed at normal incidence (Figure 4a). Picks were
made mainly on the hydrophone component. However, the hydrophone was saturated by the shots at short
range and the corresponding artifact obscures reflectors within 50 ms of the direct arrival. Therefore, the first
reflector below the seabed was picked on the vertical geophone component instead. Pick uncertainties vary
from 4–5 ms near the seabed to 8 ms at the deepest reflector. Data from the OBS5 deployed on the pockmark
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Figure 4. (a) Record section from OBS8 on the flank of Vestnesa Ridge. Data were filtered with a trapezoidal band-pass
filter with corner frequencies of 10, 20, 250, and 300 Hz and flattened on a direct arrival pick. Hydrophone data are
shown at negative offsets and geophone data at positive offsets. Red circles mark every tenth travel time pick.
(b) Record section from OBS5 on the pockmark. Processing as for OBS8; hydrophone data only are shown, and red
circles mark every tenth travel time pick. (c) Predicted (black lines) and observed (red circles, subsampled as above)
travel times for modeled reflectors. (d) Corresponding velocity model. Inverted triangles mark OBS positions, and black
lines mark picked reflectors.

were much more difficult to interpret (Figure 4b), but several shallow reflectors could be traced between the
two instruments using data from the 60 m streamer. The deepest of these reflectors is the BSR. Some deeper
reflectors could also be identified in these data but could not be correlated confidently with reflectors picked
on OBS8.

A velocity model was developed using the forward modeling code of Zelt and Smith [1992]. Based on CTD data,
the ocean layer was assigned a velocity decreasing linearly from 1.48 km/s at the sea surface to 1.465 km/s at
the seabed. Reflector depths were constrained using the coincident reflection profile, and only velocities were
adjusted to fit the OBS data. The two OBSs sample the subsurface in a region about 2 km across at the depth
of the BSR, so with 3 km between the OBSs, the experiment is not reversed in the classical sense, and a wide
range of models could be constructed that would fit the data. Our preferred model (Figure 4d) was developed
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Figure 5. The seismic profile 2012_10 was acquired during the 2012 cruise and shows prominent acoustic signatures of
subsurface features at the Vestnesa Ridge. The seismic data were poststack time migrated and have been converted to
depth using a 1-D velocity function obtained from the OBS data analysis (Figure 8).

by considering each OBS separately and then merging the models. This model has a root-mean-square misfit
of 7 ms and a normalized 𝜒2 statistic of 1.485. Given the high quality of the data and pick uncertainties of
1–2% of the two-way time of reflections below the seabed, velocity uncertainties in the vicinity of OBS8 are
just a few percent. At OBS5 the uncertainties are larger because of the difficulty of picking reflections.

4.6. Seismic Reflection Data
The seismic reflection data (Figure 5) from the 60-channel streamer were poststack time migrated using a
Kirchhoff migration and converted to depth using a simple 1-D variation of velocity with depth below the
seabed obtained from the OBS data analysis.

5. Synthetic Model Studies of CSEM Data

A resistivity model obtained from the smooth Occam inversion [Constable et al., 1987] usually has poorer
resolution compared to seismic velocity models due to the difference in the physics of energy propagation
[Constable, 2010]. However, our resistivity model was constrained by nine OBE sites which were approximately
500 m apart, whereas the velocity model was obtained from only two OBS stations that were 3 km apart.
We, therefore, expect our resistivity model to have better spatial resolution and coverage than our velocity
model. The resistivity model obtained from Occam inversion eliminates spurious features and retains only the
essential features that explain the CSEM data [Constable et al., 1987]. The resistivity solution thus obtained is
a unique smooth model [Wheelock, 2012], but no measure of model uncertainty or resolution is available. We
address this issue via synthetic studies.

Inline CSEM data are sensitive to transverse resistance, i.e., the product of resistivity of a feature and its thick-
ness [Constable, 2010]. The resistivity contrast between a resistive feature and the background sediments is
therefore an important consideration in trying to answer questions about resolution and sensitivity of our
CSEM survey. We want to understand the effect of resistivity contrast and variation in fluid composition on
resolution of inverted CSEM data. We have attempted to ensure all parameters in the synthetic inversion
resemble the real data in terms of available data, acquisition geometry, S/N ratio, and predicted errors. Gaus-
sian random noise of 2% was added to the synthetic data before inversion. We assumed an ideal scenario
where we are able to estimate our errors and specified a 2% data error for the inversion and a target 𝜒2 value
of 1 which indicates that the model fits the data within their uncertainties. It is, however, likely that the real
data have slightly larger uncertainty than we have incorporated in the synthetic data inversions. The synthetic
model analysis will therefore provide the best-case scenario of what we can sense and resolve using our CSEM
experiment.
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We have based our synthetic models primarily on features observed on seismic reflection data (Figure 5). We
tested the sensitivity and resolution of a compaction model and various cases of buried resistors. Our assess-
ment of an interpretable anomaly is a resistivity anomaly that has at least the lateral width of two consecutive
elements of our initial grid (≥100 m) and approximately 0.5 Ωm of resistivity contrast.

5.1. Model Generation Using Archie’s Equation
We assumed a pore-filling scenario and applied a modified version of Archie’s equation [Archie, 1942; Winsauer
et al., 1952; Hearst et al., 2000] to calculate the approximate subsurface resistivity values for each model. Pore
water saturation in sediments can be expressed as

Sw =
[
𝜌wa𝜙−m

𝜌

] 1
n

(2)

for pores partially filled with water and hydrate or gas. Here Sw is sediment water saturation, 𝜌w is the pore
water resistivity, 𝜌 is the measured resistivity of sediments, 𝜙 is the sediment porosity, and n is the saturation
coefficient, often equal to the cementation constant, m. The tortuosity constant, a, and cementation con-
stant, m, are both related to the interconnection of pores in the sediment matrix. The tortuosity constant
was added to the original Archie’s equation [Archie, 1942] by Winsauer et al. [1952] and should theoretically
be a = 1. The saturation constant n was introduced later by Hearst et al. [2000] to account for variation in
pore shape, connectivity, and the distribution of the conducting phase. SR can easily be calculated from water
saturation using

SR = 1 − Sw (3)

Since we have no empirical values of Archie’s constants for the study area, we used empirical constants from
other studies with similar lithologies; a = 1, m = 2.4, and n = 2 [Archie, 1942; Jackson et al., 1978; Evans et al.,
1999; Evans, 2007; Schwalenberg et al., 2010; Weitemeyer et al., 2011]. A pore water resistivity trend with depth
was obtained using the relationship of Becker [1985]

𝜌w = (3 + T∕10)−1 (4)

where T is the sediment temperature in degrees Celsius obtained using bottom water temperature of−0.84∘C
(obtained from DASI CTD) and a geothermal gradient of 80 C/km [Vanneste et al., 2005; Geissler et al., 2014].
The estimated pore water resistivity trend was similar to the pore water salinity derived pore water resistivity
for nearby Ocean Drilling Program (ODP) Site 986 [Jansen et al., 1996]. Sediment resistivities obtained using
these assumptions are displayed in Table 3 which show resistivity values for different assumed porosity and
pore water saturation which were used for building our synthetic models.

5.2. Simple Compaction Model
A resistivity model representing pore water-saturated sediments with decreasing porosity and pore water
resistivity with depth (Table 3), similar to ODP Site 986 [Jansen et al., 1996], was first tested (Figure 6a). Limi-
tations of our model-building tool prevented us from specifying smooth changes in porosity, so we defined
a five-layer model, which sufficiently accounts for the porosity changes with depth. The inversion converged
rapidly (five iterations), and the result shows a strong resemblance to the true model in the overall trend and
resistivity values (Figure 6b). Since EM wave propagation at low frequency is diffusive [Constable, 2010], and
Occam inversion outputs a smooth model, the inversion result does not contain the sharp resistive bound-
aries of the true model. Otherwise, the inversion easily recovers the changes in resistivity in the true model
down to a depth of about 2.5 km. However, the value of resistivity recovered for the 3Ωm resistor is influenced
by the 4 Ωm resistivity of the zone beneath.

This observation suggests that we are probably at the limit of resolution of the inversion at the 3–4 Ωm
boundary. The maximum depth to which our inversion is sensitive, however, is not simple and depends on the
available data range, amount of noise, and data errors. An increase in the amount of random noise and spec-
ified data uncertainty in inversion parameters both lead to a decrease in sensitivity to the deepest resistivity
boundary, and we lose sensitivity to this boundary if noise exceeds 7% of signal in the synthetic inversions.
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Table 3. Sediment Resistivity for Varying Pore Water Saturation for an Assumed Effective
Porosity, and Pore Water Resistivity Trend Similar to Site 986 [Jansen et al., 1996]a

Effective Pore Water Pore Water Resistivity Assumed
Porosity (%) Resistivity (Ωm) Saturation (%) (Ωm) Depth (m bsf b)

60 0.30 100 1 0–100

95 1.1

90 1.3

80 1.6

50 4.0

48 0.26 100 1.5 100–200

95 1.7

90 1.9

80 2.4

50 6.0

37 0.19 100 2 200–500

95 2.3

90 2.5

80 3.2

50 8.2

26 0.12 100 3 500–1200

95 3.4

90 3.8

80 4.8

50 12.2

19.5 0.08 100 4 1200–2200

95 4.5

90 5

80 6.3

50 16.2
aResistivity was calculated using Archie’s equation [Archie, 1942] for a = 1, m = 2.4, and n = 2.
bMeters below seafloor.

5.3. Buried Resistors
5.3.1. Shallow Pipe
An acoustic chimney is observed below the pockmark on seismic reflection data (Figure 5). We designed a
800 m wide and 200 m thick resistive pipe which we expect to resolve if there is sufficient resistivity con-
trast with the background, as the width of this pipe is more than twice the burial depth [Constable, 2010]. We
therefore wanted to test the minimum resistivity contrast within the pipe that we can resolve in the inversion
of synthetic data (Figure 6d). Assuming that porosity does not vary laterally, we found that a resistivity con-
trast equivalent of SR = 5% or higher within the modeled pipe was required to show up as an interpretable
anomaly (Figure 6e). The minimum width of a shallow pipe that can be resolved by our inversion was primarily
controlled by the size of the meshes used for inversion. We were only able to test and resolve pipe anoma-
lies wider than 100 m, as the minimum side length of our user-defined triangular mesh in the shallow was
50 m. This value was based on the 100 m dipole length and approximately 46 m separation between each
stacked datum.
5.3.2. Shallow Resistor
A zone of enhanced amplitude reflectors below the ridge axis can be observed on seismic reflection data
around the base of GHSZ (about 200 m beneath the seabed) (Figure 5). Assuming this enhanced reflectivity is
due to accumulation of free gas [Hustoft et al., 2009; Bünz et al., 2012], we would also expect a resistive anomaly.
Whether the anomaly is resolved by our CSEM experiment depends on the amount of resistive material in the
pores. To inform us about the minimum saturation of the resistive material in this zone that we could resolve
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Figure 6. Inversion of synthetic CSEM data with identical acquisition geometry, data range, and S/N ratio as acquired data, to test sensitivity and resolution of the
inversion for various synthetic models. The synthetic study shows (a and b) a simple compaction model, (d and e) a shallow pipe with resistivity contrast
equivalent to SR = 5% resistive material; (g and h) a shallow buried resistor with resistivity contrast equivalent to SR = 20% resistive material, and (j and k) a deep
resistor with high resistivity contrast (approximately SR = 50%) can be resolved by the CSEM inversion. Note that the color scale is different for Figures 6g and 6h.
(c, f, i, and l) Resistivity-depth profiles extracted at 6.3 km model distance (dashed line) are also displayed to the right of each inversion model for each synthetic
test. The comparison between true and inverted models demonstrates that the inversion almost recovers the transverse resistance for each synthetic case study.
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with our CSEM survey, we generated synthetic models in which a 3 km wide and 80 m thick zone 200 m below
the ridge axis had SR values of 2%, 5%, 10%, 20%, and 50% (Figure 6g).

The inverted resistivity of the various scenarios suggests that although SR = 10% shows up as a slight anomaly
on the inversion results, it will be hard to interpret the result without prior knowledge of the true model.
SR = 20% was inferred to be the lower limit for our CSEM survey to resolve confidently (Figure 6h). Although
we are able to resolve this SR = 20% resistive anomaly, the dimensions of the resistor are different from the
true model. There is also an effect on the resistivity of the deeper 3 Ωm resistor due to a possible trade-off
between the thickness and resistivity of the zone, as CSEM data are sensitive to transverse resistance. For a
1-D resistivity profile extracted at 6.3 km model distance (Figure 6i), the transverse resistance of 208 Ωm2 for
the 80 m thick (1450–1530 m), 2.6 Ωm resistor of the true model was recovered by the CSEM inversion as a
100 m thick (1440–1540 m) resistor with resistivity ranging in 1.8–2.3 Ωm.
5.3.3. Deeper Resistor
We would like to determine whether there is any deep gas reservoir feeding the observed fluid escape features
on seismic reflection data. The maximum resolvable depth of the CSEM inversion is around 2.5 km (about 1 km
beneath the seabed) (Figure 6b). We therefore wanted to see whether we can resolve the top and the base of
a 120 m thick deep resistive feature of 12 Ωm at a depth of approximately 2.2 km (Figure 6j).

We found that a very high resistivity contrast was required for the inversion to resolve such a deep resis-
tor; e.g., our SR = 50% saturation model. The true resistivity anomaly modeled was 12 Ωm extended from
4.5 to 8.2 km along the profile and was 120 m thick. The inverted resistivity anomaly was about 2–3 times
(240–360 m) the original thickness and slightly shorter (around 500 m) with lower resistivities between 4 and
6 Ωm in magnitude. The inverted deep resistive anomaly also distorted the deeper layers of the model and
introduced a deep terminating layer. The CSEM inversion is at the limits of its sensitivity at the center of our
deep synthetic anomaly around 2.2 km. It therefore fails to fully resolve the base of the deep anomaly as well
as the deeper resistive boundary underneath the anomaly as it tries to find a trade-off between resistivity and
thickness to account for the anomaly in the synthetic data (Figure 6k). The transverse resistance of 1440 Ωm2

(120 m × 12 Ωm) for the deep resistor between 2120 and 2240 m was recovered as 1426 Ωm2 by integrat-
ing the transverse resistance between 1980 and 2260 m (280 m thick) which had resistivities between 3.7 and
5.9 Ωm (Figure 6l). The transverse resistance of the inverted model for the deep resistor was within 1% of the
true model.

6. Result
6.1. Two-Dimensional Inversion
The resistivity models obtained from the isotropic inversion (Figure 7a) and VTI anisotropic inversion
(Figures 7b to 7d) of OBE data were very similar, with the vertical resistivity model (Figure 7b) being smoother
for the shallow sediments. Very weak anisotropy within the shallow sediments (Figure 7d) was predicted by
the anisotropic inversion. However, in deep water setting like our survey (>1200 m), inline data are primarily
sensitive to vertical resistivity [Ramananjaona et al., 2011; MacGregor and Tomlinson, 2014]. Additionally, Mac-
Gregor and Tomlinson [2014] and Ramananjaona et al. [2011] also showed that broadside data are required
to have improved sensitivity to the horizontal resistivity in deep waters. However, for our data, between the
offsets (850–3000 m) and frequencies (1–7 Hz) used in our inversion, inline data could have some sensitiv-
ity to horizontal resistivity as well [MacGregor and Tomlinson, 2014]. Since only inline data were available for
our inversion and the vertical and horizontal resistivity models were very similar, we will focus on the vertical
resistivity results in this paper. The main features of the vertical resistivity model are discussed below.
6.1.1. Central Resistive Pipe
A high-resistivity zone can be observed beneath the seafloor pockmark from 6.1 to 6.6 km along the resistiv-
ity profile, coinciding with the pipe structures imaged in the seismic reflection profile (Figure 7b). This zone
extends from the seafloor to a depth of about 300 m below the pockmark. It has slightly higher resistivity value
toward the center, which increases in magnitude to the seafloor. The resistivity ranges from about 2.5 Ωm at
the edges to about 4 Ωm at center in the lower part of the pipe whereas the central part of the anomaly is
about 6 Ωm just below the pockmark location. The feature is also connected to a deeper zone of high resis-
tivity via an extension of the elevated resistivity pipe of about 2.25 Ωm magnitude. The core of the higher
resistivity appears to be located around 5–7 km along the profile at the depth of about 2.3 km below the sea
surface (approximately 1.3 km below seafloor) with a maximum resistivity of approximately 3 Ωm.
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Figure 7. Resistivity models obtained from 2.5-D inversion of OBE data. (a) Isotropic inversion was initially tested and
shows a similar result to the anisotropic inversions. The isotropic inversion reached the target misfit of 0.75 in 14
iterations. (b) The vertical resistivity model obtained from the VTI anisotropic inversion results are, however, smoother
just beneath the seafloor and was therefore chosen as the preferred result for interpretation. The anisotropic inversion
reached the target misfit of 0.75 in eight iterations. (c) The horizontal resistivity model also shows lateral resistivity
variation with a prominent central chimney structure with a zone of high resistivity at depth. (d) The ratio of vertical to
horizontal resistivity reveals weak anisotropy in the shallow sediments.

6.1.2. Narrow Elevated Resistive Zones at Ridge Flanks
A few regions of higher resistivity connected to the deep resistive anomaly can be observed on both flanks of
the ridge (Figure 7b). These features of about 2.25 Ωm and sometimes can be observed to reach close to the
seafloor, such as at around 5 and 7 km along the model distance (Figure 7b).

6.2. Velocity Models
At OBS8, the model shows velocities increasing with depth from 1.51 km/s at the seabed to 1.88 km/s at the
BSR, then a decrease to 1.70 km/s, with anomalously low velocities then present to the bottom of the model

Figure 8. Solid line marks velocity at the location
of OBS8. Dashed line marks velocity at site N3 of
Chabert et al. [2011]. Thin curve marks Hamilton’s
[1980] regression for terriginous sediments.

(Figures 4d and 8). The model includes lateral velocity varia-
tions in all the layers, but an adequate fit to the data can be
achieved if such variations are restricted to the layer immedi-
ately above the BSR. Larger lateral variations in the shallower
layers are also allowed by the data from OBS5, and such vari-
ations might not be sampled by OBS8 since reflection points
for shallow reflectors are very close to the OBS.

The lateral velocity increase can be attributed to the presence
of hydrate beneath the pockmark, but its magnitude is not
sufficiently constrained to allow an estimate of hydrate satu-
ration based on these data alone. The spatial coverage of the
velocity model (Figure 4d) is limited by the number of OBS
stations and their large separation (approximately 3 km).

7. Discussion

Reliable coincident seismic and resistivity models are limited
to a small area (Figure 9a) due to large spacing (approximately
3 km) between the two OBSs and extend only up to a depth
of 1850 m, which limits the maximum depth of our joint inter-
pretation. A low-velocity zone can be associated with the
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Figure 9. (a) Seismic velocity and seismic reflection data overlay shows a low-velocity zone associated with the
enhanced reflectors beneath the GHSZ. (b) Vertical resistivity and seismic reflection data overlay shows a high
correlation between the resistive chimney and the acoustic chimney. The seismic fluid escape features on the ridge
flanks are also associated with higher resistivity anomalies. No strong resistivity anomaly can be observed with the
high-amplitude reflectors beneath the BSR. (c) Velocity contours overlaid on resistivity results show an increase in
seismic velocity toward the lateral position of the resistive chimney. There is no clear resistivity anomaly associated with
the low-velocity zone beneath the BSR at the ridge axis suggesting a very low concentration of free gas.

enhanced amplitude reflectors beneath the GHSZ with lower apparent frequency (Figure 9a). The frequency
loss and enhanced amplitudes can be caused by the presence of gas [Hustoft et al., 2007]. The low-velocity
zone suggests the presence of a free gas zone (FGZ) at least 50 m thick below the ridge axis. The FGZ may
extend at least 300 m below the BSR (Figure 8), but its thickness is not constrained by our OBS data on the
ridge axis.

The zone directly above the FGZ has high velocity (Figure 9a). In order to assess the presence of velocity (and
resistivity) anomalies due to the presence of hydrate or gas, we must establish a reference background velocity
function that we expect in the absence of either.

7.1. Velocity Anomaly
The appropriate background velocity for hemipelagic sediments in this region was investigated extensively
by Westbrook et al. [2008], using differential effective medium (DEM) models. They concluded that two alter-
native models (their DEM2 and DEM3) were most appropriate, and these models both predict a very similar
velocity-depth function to the empirical curve of Hamilton [1980] (Figure 8). We constructed velocity anomaly
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Figure 10. Background porosity estimate for the study
obtained using a reference velocity function. The
reference velocity function consists of Hamilton’s [1980]
curve for terrigeneous sediments for the top 800 m bsf
and Ritzmann’s [2004] velocity trend below. It was
converted to density and porosity using Hamilton’s
[1978] regression equations. A different velocity-density
equation (equation (4)) was used for the unconsolidated
sediments (≤ 2 km/s). Archie’s equation [Archie, 1942]
(empirical constants a = 1, m = 2.4, and n = 2) was used
to convert the reference porosity function into a
background resistivity function.

plots using DEM2, DEM3, and Hamilton’s curve as refer-
ence velocity, and all looked very similar; therefore, we
have used the Hamilton’s curve here (Figure 11a).

We observe a positive velocity anomaly above the BSR
associated with our high-velocity zone and a nega-
tive velocity anomaly associated with the underlying
FGZ (Figure 11a). Similar observations of high-velocity
anomalies above the BSR and low-velocity anoma-
lies beneath have been reported due to gas hydrate
near our study area, on the West Svalbard margin
[Westbrook et al., 2008; Hustoft et al., 2009; Chabert
et al., 2011] and on the mid-Norwegian Atlantic
margin [Bünz, 2004; Hustoft et al., 2007; Plaza-Faverola
et al., 2010].

7.2. Resistivity Anomaly
In the absence of hydrate or gas, the seismic veloc-
ity response in the subsurface is largely controlled by
changes in porosity whereas resistivity changes can be
caused by changes in either porosity or fluid compo-
sition. Assuming water-saturated pores, we used the
reference background velocity trend to calculate a ref-
erence background porosity trend (Figure 10). First, we
extended the reference velocity function beyond 1 km
depth below the seabed, where the comparisons of
Westbrook et al. [2008] are no longer valid, by using
the velocity trend of Ritzmann et al. [2004]. Initially,
we used Hamilton’s [1978] velocity-density relation-
ship to convert the reference velocity function to a
reference density function. However, we found that
Hamilton’s [1978] relationship for unconsolidated sed-
iments (velocity <2 km/s) provided a poor fit to the
density log from nearby ODP Site 986 [Jansen et al.,
1996] which likely sampled similar lithologies. There-
fore, we used an altered equation for the unconsoli-
dated sediments which provided a good fit to density
and porosity data from Site 986 (Figure 10).

d = 0.743V + 0.602 (5)

Here d is the density and V is the P wave velocity of sediments. The altered equation also provided a better fit
than Hamilton’s [1978] relationship to the Site 986 density log when we used both relationships to convert the
ODP velocity log to density. We used a grain density of 2710 kg/m3 and pore water density of 1023.7 kg/m3

[Jansen et al., 1996] to obtain a reference porosity trend. Comparison of our reference velocity to the ODP
Site 986 velocity log suggests approximately 4% uncertainty in our reference velocity function within the top
1000 m bsf. We infer approximately 5% uncertainty in our estimated density obtained using equation (5) by
comparison with the Site 986 density log and 6–8% uncertainty in our inferred porosity trend.

The background resistivity trend was then estimated using Archie’s equation [Archie, 1942] using a = 1 and
n = 2 and m = 2.4, which fits the ODP Site 986 resistivity log. The pore water resistivity trend was derived
for the synthetic models and matches the trend suggested by ODP Site 986 salinity [Jansen et al., 1996]. The
resistivity anomaly (Figure 11b) was calculated by comparing the vertical resistivity model (Figure 7b) with
the reference background resistivity model. Reference resistivity obtained from porosity using equation (2)
also suggested a reasonable fit to the ODP Site 986 resistivity log for m = 2.2–2.6. Accounting an uncertainty
of 10% for Archie’s constant m and 10–15 % for the geothermal gradient [Vanneste et al., 2005] in equation
(4), roughly 18–20% ambiguity is likely for our reference resistivity trend.
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A resistivity anomaly straddling the BSR (Figure 11b) can be associated with the velocity anomalies (Figure 11a)
beneath the ridge axis. This display highlights strong anomalies around the chimney structures which extends
beneath the BSR at the central chimney. The FGZ beneath the ridge axis could be a possible explanation for
the observed negative velocity anomaly and positive resistivity anomaly beneath the BSR, but the positive
resistivity anomaly could also be a smoothing artifact of the CSEM inversion. A joint saturation estimate is
therefore not appropriate. Away from the chimney, the free gas saturation immediately below the BSR is likely
to be on the lower end of that predicted at site N3 [Chabert et al., 2011] as indicated by the less pronounced
low-velocity zone (Figure 8).

There is no strong resistivity anomaly within the GHSZ away from the chimneys, which suggests low hydrate
saturations that may not be detectable our survey setup. Hustoft et al. [2009] suggest around 10% hydrate
saturation near the base of the GHSZ and around 2% free gas saturation beneath, which is too low to be
resolved by our CSEM survey according to our synthetic model studies. A deeper resistivity anomaly can also
be identified (Figure 11b), which could be caused by widespread presence of free gas beneath the GHSZ with
a possible free gas reservoir at depth. At this depth, our data are mainly sensitive to the transverse resistance
(Figure 6h) which makes it difficult to perform a saturation analysis.

7.3. Apparent Porosity Anomaly
One common parameter that links resistivity and velocity of sediments is porosity. The velocity and resistivity
models were converted into apparent porosity models using methods described earlier and compared to
the reference background porosity (Figure 10) function to obtain apparent porosity anomalies. The positive
velocity anomalies above the BSR (Figure 11a) correspond to lower apparent porosity (Figure 11c), and the
negative velocity anomalies beneath the BSR (Figure 11a) correspond to higher apparent porosity (Figure 11c).
On the other hand, from resistivity models, we obtain a lower apparent porosity anomalies both above and
beneath the BSR (Figure 11d) since both hydrate and gas show up as positive resistivity anomaly (Figure 11b).

7.4. Chimney Structures
The central chimney beneath the pockmark is 500–600 m wide whereas the chimneys on the ridge flanks
are narrower (100–120 m) with lower resistivity (Figure 9b). The disturbed sequence of reflectors within the
acoustic chimneys, and the associated high resistivity extend beyond the FGZ beneath the BSR (Figure 9b).
This observation could suggest a deeper source of fluid migration into the GHSZ.

Geochemical analysis of samples taken at the pockmark above the central chimney suggests episodic
release of thermogenic gas through the chimney for over 20 ka [Panieri et al., 2014; Smith et al., 2014a]. The
central chimney is therefore likely a long-term feature with three-phase equilibrium for gas, hydrate, and water
extending throughout the GHSZ [Liu and Flemings, 2007; Smith et al., 2014b]. We therefore expect both gas
and hydrate to coexist within the chimney.

Free gas migration through the long-term chimney is likely to occur through microfractures and faults [Smith
et al., 2014b] which are not resolved by our seismic reflection data. However, the enhanced reflectors asso-
ciated with the FGZ beneath the central chimney have a small vertical offset between the eastern and the
western ridge flank, which is an argument for possible faulting within the central chimney. Microfractures
and faults within a fluid escape chimney with similar sediments have been suggested at the Nyegga CNE03
pockmark [Plaza-Faverola et al., 2010].

7.5. Free Gas and Hydrate Saturation Estimates Within the GHSZ
By including both resistivity and velocity information in rock physics models, we can constrain both free gas
and hydrate saturations within the GHSZ. Our pore water-saturated background velocity and resistivity mod-
els were based on ODP Site 986 [Jansen et al., 1996] and may not be accurate as this site is around 200 km
away from our study area. Therefore, for quantitative saturation estimates, we computed a depth-integrated,
average velocity and resistivity for the top (0–100 m bsf ) and bottom (100 m bsf to BSR) parts of the GHSZ for
every 50 m along our profile (Figures 11e and 11f). This approach has the additional benefit of reducing the
amount of scatter in our cross plots when comparing our data to predicted resistivity and velocity models.
The observed depth-integrated average velocity for the top (Figure 11e) and bottom (Figure 11f ) parts of the
chimney was around 5% and 8% higher than the background, respectively. The observed depth-integrated
average velocity outside the chimney was similar to the background for the top part of the GHSZ (Figure 11e)
and around 2% higher for the bottom part of the GHSZ (Figure 11f ). In addition to the velocity anomalies,
the observed depth-integrated average resistivities within the central chimney were 15–380% and 30–180%
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Figure 11. (a) Velocity anomaly showing the difference between the observed velocity model and a water-saturated background velocity obtained from the
Hamilton [1980] curve for terrigenous sediments. A positive anomaly within the GHSZ and a negative anomaly beneath the GHSZ can be observed clearly.
(b) Resistivity anomaly showing the difference between the observed resistivity and background resistivity generated from velocity-derived porosity (Figure 10)
highlights anomalies associated with the chimney structures and at depth. (c) Apparent porosity anomaly derived from the velocity model showing a region of
lower apparent porosity above the BSR and higher apparent porosity below the BSR. (d) Apparent porosity anomaly derived from the resistivity model showing a
region of lower apparent porosity associated with the chimney structures beneath the GHSZ. Depth-averaged velocity and resistivity comparison for the (e) top
part and (f ) bottom part of the GHSZ along the CSEM profile showing the locations of the highest anomalies. A coincident positive resistivity and positive
velocity anomaly can be observed around the central chimney.
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higher than the background for the top (Figure 11e) and bottom (Figure 11f ) parts, respectively. Outside the
central chimney, the depth-integrated average resistivities for the top (Figure 11e) and bottom (Figure 11f )
parts of the GHSZ were 0–300% and 30–300% higher than the background, respectively. To quantify the
amount of hydrate and free gas saturation within the top and bottom parts of the GHSZ, we replaced the pore
water in our background models by varying amounts of hydrate and gas to estimate the theoretical velocity
and resistivity responses.
7.5.1. Velocity Models
We used two different rock physics models for calculating the velocity response due to change in pore
fluid saturation: fracture-filling model of Plaza-Faverola et al. [2010] and Gassman’s fluid substitution
[Berryman, 1999].

1. We used the simple fracture-filling model of Plaza-Faverola et al. [2010] as our preferred model for estimat-
ing the velocity response due to varying hydrate saturation within the pores. In this model, free gas replaces
pore fluids, and hydrate formation from this gas leads to a change in porosity of the original frame. This
model, however, only accounts for hydrate as fraction of volume and was not useful for modeling the effect
of free gas.

2. To estimate the velocity response for both free gas and hydrate in pores, we adapted Gassman’s fluid sub-
stitution [Berryman, 1999] to account for hydrate in the rock frame (see Appendix D). The velocity response
obtained from Gassman’s substitution [Berryman, 1999] is strongly influenced by the mixing model used to
calculate the bulk modulus of the fluid mixture. The Reuss and Voigt bounds provide the lower and upper
bound for the bulk modulus, respectively. The Reuss bound is expected to provide an accurate estimate
of bulk moduli of the fluid mixture when the constituents are liquids or gases [Mavko et al., 2009] which
leads to a uniform mixture. The effect of nonuniform distribution was modeled by using the Voigt-Reuss-Hill
average [Mavko et al., 2009].

7.5.2. Resistivity Model
Since we do not have direct measurements of the electrical properties of the various minerals, we used
Archie’s equation [Archie, 1942] for our resistivity calculations. A depth-averaged pore fluid resistivity, a
depth-averaged GHSZ porosity, and other empirical constants as used for the background resistivity calcula-
tions were assumed. The bulk modulus estimated using Reuss bound and resistivity obtained from Archie’s
equation are consistent in the assumption of a uniform fluid distribution (Figures 12a and 12b).
7.5.3. Saturation Estimate for Central Chimney
Estimated saturations depend on whether a uniform (Reuss bound) or a nonuniform (Reuss-Voigt-Hill aver-
age) fluid distribution is assumed within the pores. Inferred hydrate and free gas saturations for the top
(Figures 12a and 12b) and bottom (Figures 12c and 12d) parts of the chimney for each of the mixing models
are listed in Table 4.

Assuming a nonuniform fluid distribution, up to 22% free gas saturation is inferred at the top part of the
chimney (Figure 12b). As the distribution of gas that has migrated through the chimney is likely to be patchy,
the nonuniform model (Figures 12b and 12d) is better suited for predicting the effect of the gas on seismic
velocity. So the larger concentrations of gas and smaller concentrations of hydrate predicted from this model,
compared with those from the uniform model, are more probable. This high free gas saturation may result in
high pore fluid pressures that could push fluids, including free gas, to the seafloor [Westbrook et al., 2009].

In the absence of direct sampling of hydrate and gas from deep boreholes in the study area, the inferred
hydrate, and gas saturation for the chimney can be compared with those modeled for the postbreaching case
(20 ka) of a long-term chimney by Smith et al. [2014b] where 50–80% hydrate and up to 1% free gas saturation
was predicted in the top 200 m. Our saturation estimates are therefore comparable to the model chimney
[Smith et al., 2014b] for hydrates but higher for free higher saturation. The model chimney is in similar water
depths but has a thicker GHSZ and higher temperature and salinity profiles. The 20 ka postbreaching model
of Smith et al. [2014b] suggests highest hydrate and gas saturation directly beneath the seafloor, consistent
with the location of the highest resistivity observed in our model (Figure 9b).

Although we infer the greatest amount of resistive material at the top part of our studied chimney, the hydrate
saturation is estimated to be slightly higher at the bottom part of the chimney in the case of our nonuniform
fluid distribution, which contrasts with Smith et al.’s [2014b] model. It is difficult to determine the cause of
the difference between the model chimney and our observations in the absence of temperature and salinity
measurements from the Vestnesa chimney. If, however, an average salinity of 85 parts per thousand (ppt) and
65 ppt was assumed for the top and bottom parts of our chimney, respectively, based on the salinity profile of
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Figure 12. Cross plot showing depth-averaged velocity and resistivity for the GHSZ (also see Figures 11e and 11f ) against theoretical models. The resistivity is
calculated using Archie’s equation [Archie, 1942], whereas two different models were used for the velocity: (a) 𝜙 = 55%, (c) 𝜌w = 0.303 Ωm and (b) 𝜙 = 50.5%,
(d) 𝜌w = 0.243 Ωm. The Plaza-Faverola et al. [2010] model (solid blue line in each panel) assumes that hydrate is formed as free gas flows into fractures and veins
and alters the porosity of the frame. This model is only valid in the absence of free gas. To model free gas along with hydrate, Gassman’s substitution [Berryman,
1999] was used for each load-bearing hydrate frame. The bulk modulus of the gas and pore water mixture was calculated using the Reuss bound (Figures 12a
and 12b) and the Voigt-Reuss-Hill average (Figures 12c and 12d) to explore the different fluid mixing scenarios. The noncircled datum represents the region
outside the chimney.

Smith et al. [2014b], the estimated pore water resistivity using the equation of state of Lewis and Perkin [1981]
would be 0.10 Ωm and 0.14 Ωm, respectively. These pore water resistivity values are much lower compared
to 0.30 Ωm (32 ppt) for the top and 0.24 Ωm (30 ppt) for the bottom parts of the chimney estimated for our
area on the basis of the bottom water temperatures and geothermal gradients (see section 5.1). The amount
of hydrate and gas would then be higher in the top part of the chimney for both uniform and nonuniform
fluid distribution (Figure E1 in Appendix E). The location of the highest saturation at the top of the chimney is
then consistent with the model of Smith et al. [2014b].
7.5.4. Saturation Estimate Outside Central Chimney
Our resistivity and velocity cross plots suggest the presence of up to 30% hydrate saturation in the top part
and 20–30% in the bottom part of the GHSZ. Both uniform and nonuniform fluid distribution models suggest
less than 5% free gas saturation for the GHSZ with a slightly higher value for the nonuniform model. Whether
we assume the uniform distribution (Reuss bound) or nonuniform distribution (Voigt-Reuss-Hill average), the
predicted hydrate saturation outside the chimney (Table 4) is higher than previous estimates of 11% for the
Vestnesa Ridge [Hustoft et al., 2009]. These predictions are closer to those from the frame-plus-pore model of
Westbrook et al. [2008], for their NW Svalbard study location, where 5–25% hydrate in pore space was pre-
dicted using a reference velocity from Hamilton [1978]. Our higher hydrate saturation estimates outside the
chimney arise from the constraints provided by the resistivity data which allow us to take account of the effect
of free gas on velocity within the GHSZ.
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Table 4. Inferred Hydrate and Gas Saturation (% of Pore Space) for the Central Chimney
Obtained Using Joint Resistivity and Velocity Analysis (Figure 12)a

Uniform (Reuss) Patchy (Voigt)
Location Hydrate Gas Hydrate Gas

Chimney Top (0–100 m bsf)

Edge 10–30 <1 10–30 0–2

Center 50–73 1–4 40–52 10–22

Outside 0–30 0–1 0–25 0–4

Bottom (100 m bsf—BSR)

Edge 30–45 <1 30–42 0–5

Center 50–68 0–2 40–55 5–15

Outside 20–30 0–1 20–30 1–3
aApproximately ±25% uncertainty is estimates for these inferred saturations.

7.5.5. Saturation Uncertainties
Our inferred saturations have large uncertainties due to assumptions made while choosing the background
functions and using ODP Site 986 for reference, which is approximately 200 km away. An additional complica-
tion for our models is that the host sediments are clay rich which is not accounted for by the modified Archie’s
equation (equation (2)) [Archie, 1942]. The effect of clay conductivity and cation exchange capacity [Waxman
and Smits, 1968; Revil et al., 1998] is therefore ignored in our estimates, which likely leads to an overestimate
of pore water saturations (Sw). This will lead to an underestimate of hydrate and gas saturations. In addition,
hydrate is likely to form in fractures in low permeability clay-rich sediments [Liu and Flemings, 2007], which
our resistivity models do not incorporate.

Perturbation analysis allows us to obtain a first-order estimate of our inferred saturation uncertainties. It is our
preferred approach due to the nonlinearity in the relationship between velocity, resistivity, and saturation pre-
sented in our cross plots (Figure 12). On the basis of analysis of the ODP Site 986 logs, around 4% uncertainty
in our reference velocity and around 10% in our choice of Archie’s parameter m were inferred. The uncertainty
in our reference velocity leads to around 8% uncertainty in our reference porosity used for the saturation esti-
mates. Although the depth-averaging approach reduces these uncertainties slightly, we consider the higher
values for our analysis to compensate for the poor controls on our parameter assumptions. The perturbation
analysis for m and porosity suggests up to 18% uncertainty in our inferred saturations of gas and hydrate
for both uniform and nonuniform gas distributions. On the other hand, the uncertainty in inferred satura-
tion is around 20% due to the difference in assumption of uniform and nonuniform gas distribution models.
We therefore assume 20% (larger of the two estimates) as the saturation uncertainty due to ambiguity in the
estimated theoretical velocity and resistivity responses. However, no measure of uncertainty in our resistiv-
ity data is known. Occam inversion [Constable et al., 1987] only outputs a smooth resistivity model and does
not provide any measure of model uncertainty. Postcalculation of model uncertainty by perturbing the final
model is not practical due to large compute times (current inversion takes approximately 24 h on 64 nodes of
4x Xeon E5/Core i7 1333 MHz processors with 256GB RAM) as this would require several inversions to perform
this analysis. However, we can infer an uncertainty of 10% in our depth-averaged resistivity and velocity data.
This may account for an additional 5% saturation uncertainty. Accounting for the largest errors in the theoret-
ical and observed values, we suggest around 20–25% uncertainty in our inferred saturations obtained from
our cross plots.

The inferred values of hydrate and free gas saturation are high for normal values of salinity and even higher
for the values of salinity predicted by Smith et al. [2014b]. The absence of particularly high or low values of
seismic velocity is a consequence of the presence of free gas and hydrate together, probably as a consequence
of locally high pore water salinity caused by the formation of hydrate, which suppresses the conversion of the
remaining gas to hydrate. Additionally, the presence of authigenic carbonate, formed by anaerobic oxidation
of methane, at shallow depth, would with its high seismic velocity counteract the effect of gas on average
velocity. As carbonate also has a high resistivity, it cannot be distinguished from hydrate, using our data, so
it is probable that in the shallowest part of the chimney, where carbonate is most likely to be abundant, the
amount of hydrate is overestimated.
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Figure 13. A schematic cartoon of the gas hydrate system at the Vestnesa Ridge on the basis of colocated seismic and CSEM data. A GHSZ with up to 30%
hydrate saturation is inferred within the GHSZ on the basis of coincident seismic and resistivity data. Extremely high hydrate and free gas saturation is inferred
within the chimney beneath the pockmark at the ridge axis where active venting was observed in 2008 [Westbrook et al., 2009]. A FGZ with around 2% free gas
saturation is inferred beneath the GHSZ which is likely to be overpressured beneath the ridge axis [Hustoft et al., 2009]. Up to 50% free gas saturation may be
inferred directly beneath the chimney using our resistivity estimates. There is also evidence of the FGZ being fed by a deeper gas reservoir.

The presence of hydrate, carbonate, and free gas with high contrasts of acoustic impedance between them
and the normal sediment, and the acoustic absorption caused by free gas would lead to significant atten-
uation of seismic waves traveling through a volume of sediment that was heavily invaded by them. Strong
seismic attenuation beneath the pockmark, however, is not shown above the BSR by seismic reflection
sections, except very locally, although the gas-invaded region beneath the BSR shows strong attenuation
(Figure 5). Furthermore, at the seabed, emissions of gas bubbles into the water are confined to a few small
seep sites around the periphery of the pockmark. From these observations, we infer that although high
salinity water is likely to be present locally in and around active gas-migration pathways, it is probably not
characteristic of the whole of the chimney volume.

8. Conclusion
We were able to constrain the degree of hydrate and free gas saturation within the GHSZ at the Vestnesa Ridge
(Figure 13) for the first time, using joint velocity and resistivity analysis from coincident seismic and CSEM data.
Although it is difficult to judge the accuracy of these estimates, Gao et al. [2012] showed that joint seismic and
resistivity estimates provide better constraints on porosity and fluid saturation compared to estimates using
seismic and EM data individually. From these estimates, we conclude that

1. The top part of the chimney (0–100 m bsf ) beneath the pockmark is likely to be highly saturated by hydrate
and gas. Maximum depth-averaged saturations of 73% hydrate and 4% free gas or 52% hydrate and 22%
free gas are possible assuming uniform and nonuniform fluid distribution, respectively.

2. In the bottom part of the chimney (100 m bsf—BSR), a maximum depth-averaged saturation of 68% hydrate
and 2% free gas or 55% hydrate and 15% free gas are possible assuming uniform and nonuniform fluid
distribution, respectively.

3. Up to 25% hydrate and 2% free gas might be present in the GHSZ outside the central chimney, with highest
hydrate saturation in the bottom part of the GHSZ.

4. The amount of gas estimated in the top part of the chimney makes it very likely to be overpressured,
resulting in free gas being expelled through the seafloor.

5. Widespread existence of free gas beneath the GHSZ can be inferred, with a possible free gas reservoir at
depth feeding the GHSZ. New CSEM and seismic surveys that have an increased depth of investigation
would be required to resolve fully the size and nature of the deep gas reservoir.
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Although there is a need for boreholes into the pockmark and the ridge flank to test our interpretations, we
have been able to demonstrate that CSEM is a good complement to other geophysical methods for resolving
issues of fluid saturation in complex geological settings, such as the Vestnesa pockmark.

Appendix A: Navigation
Accurate navigation is essential for improvement in quality of quantitative interpretation using CSEM data
[Morten et al., 2009; Constable, 2010; Weitemeyer and Constable, 2014]. Ambiguity in antenna dip and cross-line
uncertainty as a result of feather has large impact on the quality of CSEM inversion [Weitemeyer and Constable,
2014]. The GPS provided the ship’s position that was then used as an input to the USBL navigation system to
obtain the position of the towed instrument, DASI frame, and HyBIS. The course over ground (COG) of the DASI
frame was calculated using the vector given by the instantaneous position of the ship and the DASI frame.
We assumed that Vulcan followed the DASI track. The positions of the DASI and Vulcan antennae were then
calculated by back projecting the DASI frame coordinates using the COG and laybacks (Figure 2). Uncertainties
in position resulting from this approach would affect the accuracy of our CSEM models and were taken into
consideration in CSEM inversion parameterization (see section 4.2).

Appendix B: Location Uncertainty
The ship’s position obtained from the GPS, which was used by the USBL for the position of the deep towed
DASI frame and HyBIS (for OBE deployments), had a horizontal uncertainty of ±4 m. The USBL system was
calibrated during the 2012 cruise and was found to be accurate to 0.1% of slant range. During CSEM operation,
the ship maintained a steady course and sailed in an almost straight line. Considering the amount of cable
(>1500 m) and the weight of the towed equipment—DASI frame, DASI streamer, and Vulcan—we expected
them to follow the ship’s track. However, it was found that the position of the DASI frame shifted from slightly
north of the ship track to slightly south of the ship track around the crest of the Vestnesa Ridge. This could be
due to deepwater currents on the flanks of the ridge.

Although the neutrally buoyant oil-filled streamer used for the DASI antenna was expected to keep it horizon-
tal, uncertainty existed over its dip during periods when the length of the tow cable was altered to maintain a
constant height of DASI 50 m above the seabed. The dip and azimuth of the DASI antenna could also have been
affected by the positive buoyancy of Vulcan, attached to the tail of the antenna by a tow rope. Near-bottom
currents could also influence the position of DASI antenna and Vulcan. An approximate uncertainty of ±2–3∘

on antenna dip was assumed on the basis of observed jitter on DASI height and changes in bathymetry. We
also assumed a ±2–3∘ uncertainty in the calculated azimuth of the towed antenna and Vulcan, on the basis
of observed jitter in the position of ship and DASI. This orientation uncertainty leads to a±7 m uncertainty for
the DASI antenna-middle position, a ±5 m uncertainty in the DASI antenna-middle depth, and about ±12 m
uncertainty on the position of Vulcan. The OBE receivers, which were deployed using HyBIS, also had a ±6 m
position uncertainty, on the basis of GPS uncertainty and USBL uncertainty.

Appendix C: Environmental Uncertainty
There were a number of other possible causes of error in our data, such as currents and acoustic interfer-
ence, which we grouped as environmental noise. These sources caused a certain amount of instability to our
receivers during operation and resulted in noise appearing in our data. Stacking of the data into 60 s windows
provided us with a measure of variance (typically<1.5% of the datum) in our data along with an improvement
in S/N ratio.

Appendix D: Estimating Velocity Due to Both Free Gas and Hydrate
The reference background P wave velocity and background porosity trends for the study area were presented
in sections 7.1 and 7.2. The shear wave velocity trend was calculated using Castagna’s (1985) mudrock relation
[Mavko et al., 2009]. These background trends were then used to calculate the depth-integrated background
porosity (𝜙), P wave velocity (vp), and S wave velocity (vs) for the top (0–100 m bsf ) and bottom (101 m bsf
to BSR) parts of the GHSZ. The bulk modulus (K), shear modulus (𝜇), and density (d) of hydrate (hyd), gas (g),
water (water), and sediment grains (grain) used for the calculations were based on ODP Site 986 (Appendix D
and Table D1) [Jansen et al., 1996; Carcione et al., 2005]. The density of the top and bottom parts of the GHSZ
was then calculated from

dGHSZ = (𝜙)dwater + (1 − 𝜙)dgrain (D1)
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Table D1. Material Properties for the Svalbard Area as Suggested by Carcione et al. [2005]

Material Bulk Modulus (K (GPa)) Shear Modulus (𝜇 (GPa)) Density (d (kg/m3))

Grain 29.8 18.0 2623

Hydrate 7.7 3.2 910

Free Gas 21 130

Water 2.24 1024

The bulk and shear modulus of the water-saturated sediments were estimated using equations (D2) and (D3).

𝜇satGHSZ = (vs
2)dGHSZ (D2)

KsatGHSZ = (vp
2 − 4

3
vs

2)dGHSZ (D3)

The dry bulk modulus of the frame was then estimated by solving Gassman’s equation which simplifies to

KdryGHSZ =

KsatGHSZ(𝜙)
Kwater

+ KsatGHSZ(1−𝜙)
Kgrain

(1−𝜙)
Kgrain

− 2
Kgrain

+ KsatGHSZ

Kgrain
2

(D4)

Figure E1. Cross plot showing the depth-averaged observed velocity and resistivity data from the top and bottom parts
of the central chimney, along with theoretical estimates of velocity and resistivity assuming depth-averaged salinity
values from the postbreaching behavior of a long-term chimney suggested by Smith et al. [2014b]. The theoretical
estimates for velocity and resistivity are estimated in the same way as Figure 12.
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Assuming a certain saturation of hydrate (Shyd) within the pores, the fraction of hydrate (Fhyd), grain (Fgrain), and
water (Fwater) in the sediments can be easily calculated using mixing laws. Hydrate formation was assumed to
reduce the porosity of the GHSZ and alter the bulk and shear modulus of the new frame containing hydrate
and rock.

𝜙frame = 𝜙 − Fhyd (D5)

The dry modulus of the new dry frame, mineral frame, and the shear modulus of the new mineral frame
containing hydrate and rock was then estimated using a Reuss-Voigt-Hill average.

We then replaced pore water by varying the saturation of free gas and computed the bulk modulus of the new
pore fluid composition using the Reuss bound and a Reuss-Voigt-Hill average. The shear modulus of the new
composition was assumed to be same as the dry case and used to compute the P wave velocity response.

Appendix E: Figure-Cross Plot Assuming Smith et al. [2014b] Salinity
Figure E1 shows a cross plot of the depth-averaged observed velocity and resistivity data from the top and
bottom parts of the central chimney, along with theoretical estimates of velocity and resistivity assuming
depth-averaged salinity values from the postbreaching behavior of a long-term chimney suggested by Smith
et al. [2014b].
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