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ABSTRACT

An energy analysis of the Fine Resolution Antarctic Model (FRAM) reveals the instability processes in the
model. The main source of time-mean kinetic energy is the wind stress and the main sink is transfer to mean
potential energy. The wind forcing thus helps maintain the density structure. Transient motions result from
internal instabilities of the flow rather than seasonal variations of the forcing.

Baroclinic instability is found to be an important mechanism in FRAM. The highest values of available
potential energy are found in the western boundary regions as well as in the Antarctic Circumpolar Current
(ACC) region. All subregions with predominantly zonal flow are found to be baroclinically unstable. The observed
deficit of eddy kinetic energy in FRAM occurs as a result of the high lateral friction, which decreases the growth
rates of the most unstable waves. This high friction is required for the numerical stability of the model and can
only be made smaller by using a finer horizontal resolution. A grid spacing of at least 10–15 km would be
required to resolve the most unstable waves in the southern part of the domain.

Barotropic instability is also found to be important for the total domain balance. The inverse transfer (that
is, transfer from eddy to mean kinetic energy) does not occur anywhere, except in very localized tight jets in
the ACC.

The open boundary condition at the northern edge of the model domain does not represent a significant source
or sink of eddy variability. However, a large exchange between internal and external mode energies is found to
occur. It is still unclear how these boundary conditions affect the dynamics of adjacent regions.

1. Introduction

The Southern Ocean is an important part of the World
Ocean. Both deep and intermediate water masses are
formed in this region, which is characterized by intense
ocean–atmosphere exchanges of momentum and heat
and a large poleward heat flux. Transient eddies result-
ing from baroclinic instability are thought to play a large
part in the momentum and heat balance of the Southern
Ocean. This view comes mainly from theory and ide-
alized quasigeostrophic models.

Evidence for the importance of transient eddies in the
dynamics of the Southern Ocean is sparse because it is
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a remote region that often has bad weather and sea ice.
The surface eddy kinetic energy, estimated from FGGE
drifters (Patterson 1985) and satellite altimetry (Chelton
et al. 1990), is greater than the time-mean kinetic energy.
Furthermore, direct measurements have shown that the
eddy heat flux is large in the Drake Passage region of
the ACC (Bryden 1979). Indirect evidence for the global
importance of the eddy heat flux in the Southern Ocean
has been provided by De Szoeke and Levine (1981).
They have calculated the heat flux due to the time-
averaged geostrophic velocity and show that it cannot
account for the oceanic heat loss in the Southern Ocean.

The U.K. FRAM (Fine Resolution Antarctic Model)
experiment was the first attempt to represent the dy-
namics of the Southern Ocean with a high-resolution
primitive equation model, allowing eddy activity to de-
velop. FRAM results are described by The FRAM
Group (1991) and Webb et al. (1991). Many specific
analyses of the experiment have been performed. How-
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ever, no quantitative picture of the relative importance
of transient eddies and baroclinic instability processes
in FRAM has emerged so far. Thompson (1993) shows
that the heat flux across the 1.38 contour results pri-
marily from transient eddies, as suggested by De Szoeke
and Levine. On the other hand, analyses by Stevens and
Ivchenko (1996, hereafter SI) and Ivchenko et al. (1996)
point out the importance of stationary eddies and lateral
friction in the momentum balance. Finally, Stevens and
Killworth (1992) emphasize the low level of eddy ki-
netic energy near the surface in FRAM.

It is important to have a clear view of the instability
processes in FRAM in order to assess to what extent
FRAM is an eddy-resolving model and whether a further
increase in resolution is needed before the Southern
Ocean can be modeled realistically. Since the Southern
Ocean is a very inhomogeneous ocean, such an assess-
ment can be made only on a regional basis. We believe
that a thorough analysis of the kinetic energy balance
as in Treguier (1992) or Beckmann et al. (1994) is the
best tool to reveal the instability processes in the model.

The energy analysis presented here complements the
study of the momentum balance performed by SI, Ivch-
enko et al. (1996), and Killworth and Nanneh (1994).
The FRAM energy balance is also compared with the
energy balances of other models to contrast channel
dynamics with those of a closed basin.

2. FRAM model

FRAM is a British numerical model with a high res-
olution (0.258 in latitude, 0.58 in longitude, and 32 depth
levels). This corresponds to a grid size close to 27 km
in the horizontal and varying from 20 to 230 m in the
vertical. The numerical code is based on the GFDL mod-
el developed by Cox (1984). The numerical method of
solution conserves energy, momentum, and tracer con-
tent and variance.

The model domain stretches from 248S to the Ant-
arctic continent. At the northern boundary, the open
boundary condition combines a Sverdrup balance for
the barotropic component and a linear radiation con-
dition for the baroclinic component (Stevens 1990).

FRAM has been initialized by relaxing the temper-
ature and salinity fields to the climatological hydrog-
raphy of Levitus (1982). This data assimilation has
been removed after 6 years of the model run, except
at the surface where there is a relaxation to the Levitus
annual average of temperature and salinity. The relax-
ation time is 1 year. The wind stress forcing is from
Hellerman and Rosenstein (1983). The model has been
run for a total of 16 years and the analysis in this
experiment uses data from the last 6 years. The energy
is almost statistically steady during this period (Stevens
and Killworth 1992), although the deep temperature
and salinity fields are not in equilibrium (Killworth
and Nanneh 1994).

The horizontal viscosity is both harmonic (¹2) and

biharmonic (¹4) with coefficients of 102 m2 s21 and
2531010 m4 s21, respectively, while the horizontal dif-
fusivity is harmonic with a coefficient of 200 m2 s21.
The vertical diffusion coefficients are 1024 m2 s21 for
momentum and 0.531024 m2 s21 for temperature and
salinity. There is a momentum flux due to quadratic
bottom friction, with drag coefficient Cd 5 0.0014.

The basic dynamics of the FRAM model are revealed
by the momentum balance (SI; Ivchenko et al. 1996).
In the zonal momentum equation, both depth and zo-
nally averaged along a latitude circle passing through
Drake passage, the main balance is between the wind
stress and the topographic form stress. This is in agree-
ment with multilayer quasigeostrophic models (Mc-
Williams et al. 1978; Treguier and McWilliams 1990;
Wolff et al. 1991). In these models the zonal momentum
is transmitted downward by the interfacial form stress,
which does not explicitly appear in a continuously strat-
ified primitive equation model. Stevens and Ivchenko
(SI) estimate this term using the quasigeostrophic theory
of Johnson and Bryden (1989) and prove that it can
balance the wind stress. This result is confirmed by the
isopycnal analysis of Killworth and Nanneh (1994). The
zonally averaged interfacial form stress is mainly due
to stationary eddies, again in agreement with quasi-
geostrophic models. The horizontal Reynolds stress di-
vergence in FRAM is found to be smaller than in qua-
sigeostrophic models, however.

Marshall et al. (1993) and Ivchenko et al. (1996) point
out that a momentum budget along latitude lines can be
misleading because the core of the current undergoes
large meridional excursions (Fig. 1). Ivchenko et al.
(1996) have calculated the momentum balance along
isolines of the time-averaged barotropic streamfunction
in order to follow the path of the ACC more closely.
Although the depth-averaged balance is still mainly be-
tween wind stress and topographic stress, the lateral
friction is no longer negligible (between 15% and 50%
of the form stress and even higher on the southern flank
of the circumpolar current). Bottom friction and vertical
diffusion of momentum also play a part. In quasigeo-
strophic models transient eddies, resulting from the bar-
oclinic instability of the mean flow, are responsible for
the vertical penetration of momentum down from the
wind-forced surface layers to the ocean floor. Ivchenko
et al. (1996) show that this picture is more complicated
in FRAM because of the meridional thermohaline cir-
culation and that isopycnals outcrop. This demonstrates
that in FRAM the wind-driven and thermohaline dy-
namics are intimately linked.

3. Spatial inhomogeneity of the kinetic energy

The kinetic energy distribution in FRAM has been
compared with FGGE drifters and moorings by Stevens
and Killworth (1992). We include here pictures of the
mean and eddy kinetic energy (Figs. 2 to 4) similar to
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FIG. 1. The time-mean mass transport streamfunction. The contour interval is 10 Sverdrups. Major topographic
features (with a depth of less than 3000 m) are represented by shading (after SI).

theirs because the spatial inhomogeneity that they reveal
is the basis for our regional analysis.

In the Southern Ocean the most energetic regions are
in the Antarctic Circumpolar Current (ACC) and near
western boundaries. This distribution is well reproduced
in FRAM. Maxima of energy occur in the vicinity of
Drake Passage, the Agulhas Current, and near both
Crozet and Kerguelen Plateaus (Fig. 2). However, the
level of kinetic energy in FRAM is much smaller than
that observed by FGGE drifting buoys. Patterson (1985)
finds values over 500 cm2 s22 over huge areas to the
north of 608S. In FRAM, such values occur only at the
western boundaries, in the Agulhas region and near
strong topographic features. The FGGE drifting buoys
tend to accumulate at fronts (Hoffman 1985) and, there-
fore, may overestimate the kinetic energy. However, this
effect alone cannot explain the deficit of kinetic energy
in FRAM (Stevens and Killworth 1992).

Such a deficit does not occur for the time-mean ki-

netic energy. In fact, the mean kinetic energy in FRAM
is even higher than that measured by FGGE buoys in
the western Atlantic. The reason for this is probably that
the 5 degree averaging used by Patterson (1985) does
not resolve the energetic narrow flows represented in
FRAM (for example, after Drake Passage, Fig. 2).

On the other hand, the kinetic energy of transient
eddies (EKE) is too low everywhere in FRAM. It is at
best 25% of the observed level according to Stevens
and Killworth (1992). This is confirmed by a compar-
ison with TOPEX altimeter data provided by Y. Le
Traon (1995, personal communication; the data pro-
cessing is described in Le Traon et al. 1994). Figure 3b
shows the variance of geostrophic velocity calculated
along the satellite tracks assuming isotropy. In the Agul-
has, west of Australia, and in the Malvinas–Brazil con-
fluence zone FRAM EKE is not much greater than 1000
cm2 s22 (Fig. 3a), while TOPEX values reach 3181 cm2

s22. Eddy kinetic energies greater than 300 cm2 s22 and
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FIG. 2. Total kinetic energy in the top model layer (20.7 m), calculated over the last 6 years of the FRAM run. Contours are in
units of cm2 s22.

reaching 700 cm2 s22 are found over the most part of
the ACC in the TOPEX data, while in FRAM, EKE
barely exceeds 100 cm2 s22 in these regions. For both
TOPEX and FRAM, high eddy kinetic energies are
found in regions of high mean flow and/or near topo-
graphic features, supporting the hypothesis that eddies
arise by barotropic and baroclinic internal instability of
the flow. The highest values of EKE occur in the Agul-
has region, near the southeast coasts of Australia and
South America, and near the strong topographies of
Crozet Plateau and southeast of New Zealand. This led
Stevens and Killworth to suggest that eddy generating
processes are present in FRAM but are not active
enough. The energy analysis presented here will help
us quantify this problem.

Both Stevens and Killworth (1992) and Ivchenko et
al. (1996) have analyzed the vertical structure of kinetic
energy. Stevens and Killworth emphasize that the
strongest penetration of kinetic energy occurs in the
ACC. In regions north and south of the ACC the kinetic
energy is more surface intensified. Note that eddy ki-
netic energy decreases more rapidly than the time-mean
in the upper layers (above 1000 m) but more slowly
than the time mean down to the bottom. This may be
attributed to bottom-intensified variability (topographic
Rossby waves). Large values of EKE appear east of the
main topographic obstacles (for example at a depth of
3071 m, in Fig. 4).

Because the Southern Ocean is very inhomogeneous,
as revealed by Figs. 2 to 4, the energy analysis of the
total domain may be misleading. We have therefore split

the model domain into regions. The criteria for this
arbitrary partition are that each subdomain should be
(more or less) homogeneous and that the number of
subdomains should be as small as possible. Two anal-
yses have been performed:

Experiment 1: There are four subdomains (Fig. 5).
The rationale is to single out a zonal channel at the
Drake Passage latitudes (ACC belt, or ACCB). This
region has no meridional barriers at all, and it is the
region to which idealized channel models are supposed
to apply. Ivchenko et al. (1996) have noted that a large
part of the ACC flows north of this ACC belt region.
Consequently we identify a further subdomain, the
North ACC (NACC). The other regions are the southern
part of the domain (Antarctic Zone or Anzone) and the
northern part (subtropical region).

Experiment 2: A single region with a complicated
geometry (Fig. 6) is defined covering the whole ACC
path. Western boundary regions have also been singled
out near Africa (Agulhas region), Australia (WestPac
region), and South America (WestAtl). The other
regions are: Indian, Pacific, Atlantic, and again an Ant-
arctic zone to the south of the ACC.

The total kinetic energy for the whole domain is par-
titioned into 58% for the mean and 42% for the eddy
component of the flow. Energies for individual regions
appear in Figs. 5 and 6. In experiment 2, the ACC region
contains most of the kinetic energy; that is, 72% of the
total domain mean and 51% of total domain eddy kinetic
energy. A similar result is found in the ACC regions of
experiment 1. Most of the eddy kinetic energy, 79%, is
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FIG. 3. (a) Eddy kinetic energy in the top model layer, calculated over the last 6 years of the FRAM run. (b) Variance of the
geostrophic velocity from TOPEX data (courtesy of P.Y. Le Traon). Contours are in units of cm2 s22.

generated in the NACC, with only 21% in the ACCB.
Another very important contribution of EKE comes
from the Agulhas region, which generates more than
26% of the EKE of the Southern Ocean within only
3.4% of the total model volume.

The ratio of eddy to mean kinetic energy clearly de-
creases poleward. Such a decrease has been found in
other eddy-resolving, primitive equation models (for ex-
ample, Böning and Budich 1992). They suggest that this
decrease is due to the fact that the unstable scales are
smaller in the polar regions because the Rossby radius
is smaller, rendering the model resolution inadequate

there. That this also happens in FRAM is demonstrated
in section 5c.

The partition between internal mode and external mode
kinetic energy has also been calculated for the different
regions. In the total domain the barotropic mode contains
61% of the total energy. Of the subregions (excluding
the Anzone) the ACC region is the most barotropic with
69% of its energy in the external mode. The Agulhas
region is the most important region where the internal
mode has more kinetic energy (55%) than the external
mode. Other, less energetic regions where this occurs are
the Atlantic, Indian, and WestPac regions.
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FIG. 4. Eddy kinetic energy (depth 3071 m), calculated over the last 6 years of the FRAM run. Contours are in units of cm2 s22.

FIG. 5. Regional map for experiment 1 with energy terms in units of cm2 s22, and B and T terms in units of (1026cm2 s23).

4. The energy cycle

a. Equations of the kinetic energy budget

The terms of the kinetic energy balance are the wind
stress, the exchange with potential energy, frictional sinks,
and the internal exchange between the mean and eddy

kinetic energy. Calculation of the energy budget for open
regions adds further complexity to this analysis since both
nonlinear fluxes and pressure fluxes are nonzero across
open boundaries. In spite of this complexity all terms of
the budget can be calculated independently and provide
useful information about their relative importance.
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FIG. 6. Regional map for experiment 2 with the same units as for Fig. 5.

The kinetic energy balances for the time-mean flow
(KEM) and for the eddies (EKE) are obtained by mul-
tiplying the horizontal momentum equations by the
time-mean and eddy components of the velocity, re-
spectively. Here the eddy velocity is defined as devia-
tions from the time-mean velocity. Each equation is then
integrated over the volume of the region. The equations
for KEM and EKE can be written as

](KEM)
5 t̄ 1 PW 1 N 1 F (1)

]t

](EKE)
5 t9 1 (PW)9 1 N9 1 (F)9, (2)

]t

where overbar indicates time-mean and prime indicates
transient eddy terms. The wind stress is represented by
t and the friction F is the sum of the horizontal friction
FH, the vertical friction FV, and the bottom friction FB.

The pressure work terms are

1 ]p̄
PW 5 2 u dVE mr ]x0 m(V)

1 ]p9
(PW)9 5 2 u9 dV, (3)E mr ]x0 m(V)

where V is the volume, um the horizontal velocity com-
ponents, and p is the pressure. The Cartesian tensor

notation is used for simplicity of expression; the index
m 5 1,2 represents the horizontal directions while index
j 5 1,2,3 represents both horizontal and vertical direc-
tions. Summation over repeated indices is implied.

Both and PE9 can be written as the sum of aPW
buoyancy term B (representing exchanges between po-
tential and kinetic energy) and a pressure flux term p.
Thus,

PW 5 B 1 p̄

g
B 5 2 ū r̄ dVE 3r0 (V)

1 ]
p̄ 5 2 p̄u dVE jr ]x0 j(V)

1
5 2 p̄u dA , (4)E j jr0 (A)

where A is the boundary of the region and dA is the
oriented surface element normal to this boundary, u3 is
the vertical velocity, and r is the density. The definitions
of B9 and p9 are similar. The pressure flux terms, p and
p9, are zero if the volume integration is performed over
a closed basin.

The nonlinear term is defined byN
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N 5 N 1 NM R

]ūmN 5 2 ū ū dVM E m j ]xj(V)

]u9mN 5 2 u (5)u9 dV.R E m j ]x(V) j

Note that M and R can be transformed into theN N
following flux terms:

2umN 5 2 u dA (6)M E j j2(A)

and

]umN 5 u u dV 1 F9 9R E m j ]xj(V)

F 5 2 u u u dA . (7)9 9E m m j j

(A)

The term M represents the advection of mean flow ki-N
netic energy through the boundary. The first term on
the rhs of (7) represents the Reynolds stress work; the
same term appears with the opposite sign in the defi-
nition of the nonlinear eddy term, N9, and therefore it
represents an exchange between mean and eddy kinetic
energy. F is the eddy-mean flow interaction work at the
boundary (see Harrison and Robinson 1978; Treguier
1992, hereafter T92).

The kinetic energy analysis uses the code developed
by T92, which is based on the standard energy analysis
built into the GFDL code but allows for the separation
of time-mean and eddy terms. Treguier has examined
kinetic energy budgets in the CME (WOCE Community
Model Experiment) model of the North Atlantic. This
model, based on the GFDL code has a spatial resolution
of 2⁄58 longitude by 1⁄38 latitude and covers the Atlantic
Ocean from 158S to 658N (Bryan and Holland 1989).
The CME energy cycle can be compared with the FRAM
analysis. In the present study, the FRAM balances are
estimated using a monthly dump dataset. There is very
little difference between 1-day, 10-day, and 30-day sam-
pling. For example, 1-day sampling has an energy 1%
or 2% greater than the monthly and 10-day dumps,
which are virtually identical (D. Stevens 1995, personal
communication).

b. Choice of a reference density field

It is well known that in stratified rotating fluids, like
the ocean and the atmosphere, the total potential energy
is not meaningful. The dynamically relevant quantity is
the available potential energy (Lorenz 1955), which is
often defined as the difference between the observed
potential energy and the potential energy of the same
fluid rearranged adiabatically in such a way that the
isopycnal surfaces are flat. The available potential en-

ergy (APE) is several orders of magnitude smaller than
the total potential energy. Because the equation of state
for the ocean is nonlinear, it is impossible to write a
strict formula for the APE in the ocean. However, it is
possible to estimate it using the following equation
(Oort et al. 1989; Böning and Budich 1992):

2g (r 2 r̃)
APE 5 2 dV, (8)E2V dr̃ /dzp(V)

where (z) is a depth-dependent reference density andr̃
p(z) is the potential density of that reference state.r̃
There are a few terms in the kinetic energy balance

that depend upon the choice of a reference density. The
pressure work terms PW do not because they are pro-
portional to horizontal gradients of density. However,
in this analysis pressure work terms have been expressed
as the sum of the pressure flux p and the buoyancy term
B. Furthermore, another term appears when the total
budget is split into an external mode (depth averaged)
and an internal mode (deviation from the depth average).
This topographic transfer term, T (defined in the ap-
pendix), is nonzero only in the presence of topography.
It represents an exchange of energy between the external
and internal modes (Holland 1975; T92). Unlike the
pressure work terms, the time-averaged buoyancy B, the
topographic exchange T, and the pressure fluxes all
change when a constant is added to the density field.

In order to gain a consistent view of the energy cycle
the same reference density must be used to calculate
both available potential energy and energy exchange
terms. The most usual definition of (z) is simply anr̃
horizontal average over the domain considered. P. Rhi-
nes (1995, personal communication) has suggested that
the most suitable reference density is that which pro-
vides a minimum value for the conversion between ki-
netic and potential energy (i.e., should be a minimum).B

Two choices of reference density have been consid-
ered: First, a constant value calculated from the volume
integral of the density over the whole domain and, sec-
ond, a reference density averaged horizontally over the
whole domain at each model depth level. The former
solution has been used by T92, but for FRAM we find
it gives values of and two orders of magnitudeB T
greater than all the other terms. We therefore prefer the
latter solution, which ensures that and are of theB T
same magnitude as the other terms in the balance. Fi-
nally, note that the eddy parts of T and B (i.e., B9, T9)
are independent of the reference density field.

c. The global kinetic energy balance

Oort et al. (1994, hereafter O94) have attempted to
calculate the energy cycle of the World Ocean from
observations. L. Anderson has kindly provided esti-
mates of their energy balance terms made from these
observations. These terms have been integrated over the
Southern Ocean (south of 308S) and so can be compared
with the corresponding FRAM terms.
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TABLE 1. Energy cycle of the ocean south of 308S. The
observations are taken from Oort et al. (1994).

Obser-
vations FRAM

Energy per unit area (105 J m22)
Kinetic energy (KE)
Available potential energy (APE)

0.07
5.6

0.06
59

Energy transfers per unit area (mW m22)
Wind forcing of KE
APE to KE transfer B
Buoyancy forcing of APE

8.1
20.1

0.3

4.0
22.9
24.1

Both O94 and FRAM (see Table 1) show that in the
ocean the kinetic energy is much smaller than the avail-
able potential energy, in contrast with the atmosphere.
Oort et al. estimate kinetic energy by extrapolating sur-
face currents downward, and these estimates give values
that are of the same order of magnitude as FRAM. There
is not such good agreement for the APE, which is found
to be more than an order of magnitude greater in FRAM
than in O94. The two estimates are not directly com-
parable, however, because the reference densities are
different. Oort et al. use an average over the World
Ocean, while we use the temporally and spatially av-
eraged density in the model domain south of 26.58S.
The reference state of O94 is more stratified (that is,
d p/dz is larger); hence (8) leads to a lower APE. Fur-r̃
thermore, the O94 estimate does not take into account
ice-covered areas and it is based on the top 1000 m of
the ocean only.

In the O94 study, the wind stress forcing is calculated
using the same Hellerman wind data as FRAM and sur-
face currents from ship drift. These currents are much
smoother than the actual surface currents in FRAM and
are probably too well correlated with the wind field,
resulting in a higher forcing estimate. The forcing has
a large seasonal cycle in O94 (their Fig. 16) due to the
seasonal cycle of the ship drift currents. This may be
an artifact; the time-varying component of the wind
generation is negligible in FRAM.

An important question concerning the energy cycle
of the Southern Ocean is the relative part played by
wind forcing and surface buoyancy forcing. Oort et al.
suggest that the wind forcing is largely dominant. It is
not possible to use FRAM results to confirm this hy-
pothesis because the definition of available potential
energy and buoyancy forcing is domain dependent. In
contrast to O94, there seems to be a net loss of APE
through buoyancy forcing in FRAM (Table 1) because
of the surface reference density used (1.0267 g cm23 in
FRAM and 1.0240 g cm23 for O94). If we used the O94
value of the reference density, FRAM would also give
a buoyancy forcing term that is positive. The buoyancy
forcing of APE can be estimated as the product of heat
and freshwater fluxes by the difference between the ref-
erence density and the actual surface density ( 2 r),r̃
divided by stability [O94, Eq. (4)]. In O94, the density

south of 308S is everywhere larger than the reference
density so that the cooling in the Indian and Pacific
Oceans results in a positive forcing of APE (O94, Fig.
5). In FRAM the density is smaller than the reference
density north of the ACC region so that the same cooling
results in a negative forcing for APE. This shows that
wind and buoyancy forcing over an open region are not
directly comparable. The forcing of APE through sur-
face buoyancy fluxes depends on the reference density,
as does the flux of APE through the open boundaries
of the region. The APE forcing calculated with a World
Ocean reference density is probably the most meaning-
ful. FRAM confirms the order of magnitude of the wind
forcing estimated by O94, leading further support to the
hypothesis that the wind energy input is dominant over
buoyancy forcing. However, more precise estimates of
air–sea fluxes in the Southern Ocean are necessary to
confirm this view.

The most important result in Table 1 is the large con-
version of kinetic energy into available potential energy
(its magnitude is 75% of the wind stress forcing). Al-
though we think that the transfer term is dependentB
on the reference density, we suggest that the FRAM
estimate has the correct order of magnitude because the
pressure fluxes at the boundary (Fig. 7a) are small (with
a magnitude of only 10% of the wind stress forcing).
This conversion is due to the wind-forced upwelling in
the ACC. Oort et al. largely underestimated this term
by assuming that the Ekman pumping affects only the
upper 100 m, whereas positive vertical velocities are
found over most of the depth of the ACC (3000 m).
According to O94, numerical models give conflicting
results regarding the direction of the transfer term.B
This is not true for eddy-resolving models, however,
where it always seems to appear as a source of available
potential energy. The buoyancy term is especially large
in the Southern Ocean compared with other regions. For
example, in the CME2 North Atlantic model B is found
to be almost 10 times smaller than in FRAM (Figs. 7a,b).
Treguier (1992) has shown this conversion is actually
a small difference between large negative values in the
western Atlantic and large positive values in the eastern
Atlantic, while in FRAM the conversion is from kinetic
to potential energy almost everywhere. This demon-
strates that in the Southern Ocean the work done by the
wind is important in maintaining the meridional density
gradients.

Friction terms can be calculated exactly in FRAM,
whereas they had to be estimated as residuals in O94.
A more detailed balance for kinetic energy (eddy and
mean) is shown in Fig. 7, together with a similar dia-
gram for the CME2 experiment reproduced from T92
for comparison. Note that the units differ from Table 1.

The main frictional kinetic energy sink in FRAM is
lateral friction, whereas vertical friction is more im-
portant in CME2. This is not surprising, because the
vertical viscosity coefficient is 10 times smaller in
FRAM, and moreover T92 shows that vertical friction
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FIG. 7. Total domain energy balance for the time-mean and eddy kinetic energy. All values are integrated
over the domain and divided by the total domain volume. Here NR and N9R represent nonlinear kinetic energy
transfer between KEM and EKE, and F is the nonlinear flux across an open boundary. Units are in cm2 s22

for energy levels and in 1026 cm2 s23 for energy transfers. (a) The FRAM experiment; (b) The CME2 experiment
from T92.

is important mainly in low latitude regions of the CME2.
The repartition between the various friction terms in
FRAM is not very different from the northern regions
of the CME2 experiment (T92, Fig. 9). Of the total work
done by the wind stress in FRAM, around 77% of this
occurs in the ACC region (expt 2) as does 71% of the
sink due to horizontal friction.

The diagrams of Fig. 7, which separates transient and
mean kinetic energy, and Fig. 8, where the external and
internal modes are separated, will be used to contrast
the dynamics and instability processes in FRAM and
CME2. Before that, let us discuss the boundary flux
terms appearing in these figures. It is rather encouraging
that the artificial boundary condition does not represent

a significant source or sink of eddy variability in Fig.
7. On the other hand, the pressure fluxes at the boundary
generate a large energy exchange between the barotropic
and baroclinic energy (Fig. 8). This could be expected
since the barotropic mode is forced by Sverdrup dy-
namics while there are only radiation conditions on the
baroclinic flow (D. Stevens 1995, personal communi-
cation). The large value of the pressure flux (of a mag-
nitude similar to the wind stress) could indicate that the
boundary forcing has a large influence on the model.
On the other hand, since pressure fluxes depend on the
choice of the reference density, it is not clear whether
their amplitude is significant. The pressure flux is a
source of barotropic energy, but only in the northern
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FIG. 8. Total domain energy balance for the internal and external mode energy. N and F represent nonlinear
kinetic energy transfer between external and internal modes and the nonlinear flux across an open boundary,
respectively. Units as in Fig. 7. (a) The FRAM experiment; (b) CME2 experiment.

(subtropical) region. In the ACC the pressure fluxes are
a sink of barotropic energy. Therefore, we are confident
that the dynamics of the ACC in FRAM can be discussed
independently of the boundary fluxes.

d. The specificity of channel dynamics

The dynamics of zonal channel flow and closed-basin
(gyre type) flow are very different. In a zonal channel,
the ambient vorticity f/H contours are not blocked in
the upper layers and allow continuous flow in the ab-
sence of friction and forcing. Unlike the closed-basin
case no Sverdrup balance can be established above the
topography, and this affects the instability processes. In

closed basins strong zonal gradients are imposed by the
walls and eddy generation tends to be more localized.
The areas of eddy decay in closed basins are extensive
(Marshall 1981), and in these areas the eddy fluxes of
potential vorticity are no longer downgradient.

The Southern Ocean comprises not only the quasi-
zonal ACC, but also several gyres. Even the ACC does
not have exactly zonal flow; in several places there are
huge meridional displacements of the current. In this sec-
tion we assess the relative importance of channel and
closed-basin dynamics as revealed by the energy bal-
ances.

Let us first consider the energy balance for the ex-
ternal and internal modes (Fig. 8). In FRAM the external
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FIG. 9. ACC region (expt 2) energy balance for the time-mean and eddy kinetic energy. Terms and units as
in Fig. 7.

mode has 1.6 times more kinetic energy than the internal
mode, whereas in the CME2 experiment the internal
mode is dominant. Quasigeostrophic channel models
have an even greater difference between the external
and internal mode (the barotropic kinetic energy is about
an order of magnitude larger than the baroclinic one).
The barotropic character of FRAM is partially due to
the low stratification since the northern regions in the
CME2 experiment also tend to have a larger fraction of
barotropic kinetic energy. However, it is also a conse-
quence of channel dynamics because regions with chan-
nel geometry like the ACCB have relatively more bar-
otropic kinetic energy than gyre-type regions. This is
also reflected in experiment 2, where the ACC region
has twice as much energy in the external mode as in
the internal mode. In all other regions the reverse is the
case.

The barotropic character of channel flows comes from
the wind stress work, which is more efficient in a pe-
riodic geometry since it cannot be balanced by a pres-
sure gradient. In the CME the external mode forcing
was only 16% of the internal mode forcing, whereas in
FRAM it is 40% for the global domain and 53% for the
ACC region only.

Nonlinear transfer from the internal to external mode
makes a significant contribution to the barotropic mode
in FRAM. This nonlinear exchange occurs almost ex-
clusively in the ACC region (expt 2). This agrees with
QG channel experiments and may be explained by the
concept of inverse cascade in the vertical direction
(Charney 1971; T92). Such a nonlinear generation of
barotropic energy can also result from baroclinic insta-
bility mechanisms. In the CME2 experiment the non-
linear transfer is much smaller than in FRAM, most

probably because the generation of eddies by baroclinic
instability is significantly less in CME2 than in FRAM.

A last source of barotropic energy in the ACC region
is the topographic term T, although it is in the opposite
direction for the total domain (Fig. 8). In both the FRAM
and CME2 models the sign of T varies from one region
to the other; the significance of the domain-averaged
value is therefore open to question. Topography is often
viewed as a source of mean barotropic transport through
the so-called JEBAR (joint effect of baroclinicity and
bottom relief) effect. It may be shown that JEBAR is
related to T (see the appendix). Depending on the cor-
relation between the JEBAR effect and the barotropic
streamfunction, the net effect can be a source or a sink
of external mode energy. In FRAM, T is a source of
mean external mode energy in the ACC region although
the opposite transfer occurs in the northern and southern
regions. The T term indicates that the topography has
a large effect on the vertical structure of the mean flow.
However, it is not certain that this effect can be inter-
preted locally in the energy balance.

Topography can also affect the transients. In quasi-
geostrophic models it tends to make turbulence more
baroclinic (Rhines 1977), and therefore T9 is generally
negative (energy transfer from the external to the in-
ternal modes). However, in FRAM (as was the case for
CME2) T9 is found to be small.

Besides the strongly barotropic character of the flow,
another characteristic revealed by the energy balances
is the predominance of the buoyancy transfer, B9, as a
source of eddy energy. In numerical models for closed
basins the nonlinear conversion N from KEM to EKE9R
is usually greater than B9. For example, in the CME2
experiment N /B9 5 10, while in quasigeostrophic basin9R
experiments N /B9 may range from 2 to 38 (Fig. 8 of9R
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TABLE 2. Energy and energy transfer terms for experiment 1.

Expt 1 EKE PEM EPE
A9

(31026)
B9

(31026)

Anzone
ACCB
NACC
SUBTR

0.3
3.6
9.5
6.4

2408
6773
4855
2764

14.6
45.4
52.9
38.9

0.3
5.9

13.3
4.1

0.6
1.6
3.5
0.3

TABLE 3. Energy and energy transfer terms for experiment 2. EKE
is the eddy kinetic energy (units: cm2 s22); PEM is the mean available
potential energy (units: cm2 s22); EPE is the eddy available potential
energy (units as PEM); A9 energy transfer from PEM to EPE (units:
cm2 s23); B9 energy transfer from EPE to EKE (units as for A9).

Expt 2 EKE PEM EPE
A9

(31026)
B9

(31026)

Anzone
ACC
Agulhas
Indian
WestPac
Pacific
WestAtl
Atlantic

0.2
8.6

52.3
2.6

12.8
0.8

15.0
7.7

2628
6603

944
965

1006
909

1083
3979

13.4
46.3

176.1
39.0
65.5
12.8

111.7
84.3

0.3
13.8

8.8
2.6
9.8
0.3
9.4
8.0

0.5
3.4

22.3
0.1

22.2
0.1
1.2
0.4

T92). For FRAM this ratio is found to be less than one;
that is, N /B9 5 0.6. However, subregions within the9R
total domain were found to have widely varying values,
reflecting the different types of dynamics in the model
(Figs. 9–11). For example, in the western boundary
regions, N /B9 is 8 in the Agulhas, 3 in the Westpac9R
region, and 2 in the WestAtl region. For the channel-
type regions, the ratios are much less than one; that is,
0.04, 0.02, and 0.02 for ACCB, NACC, and ACC
regions respectively. This clearly indicates a significant
difference between channel-type regions, where eddy
nonlinear transfers are much smaller than the exchange
with potential energy, and basin-type regions, where
nonlinear terms tend to be greater than the eddy buoy-
ancy exchange B9.

5. Instability processes

a. Global balance for eddy kinetic energy

The global balance for the kinetic energy of the time-
mean flow and eddy kinetic energy (hereafter KEM and
EKE) provides a first insight into the instability pro-
cesses (Fig. 7).

The input of energy due to wind stress fluctuations
is found to be insignificant when compared with the
other terms (e.g., it is only 3% of the buoyancy term).
This may be because the model uses climatological
monthly mean wind stresses, which do not include vari-
ability on more rapid timescales. Note that although
CME2 used the same climatological winds, the eddy
wind stress work was larger in CME2 because of the
large seasonal response of the ocean in the Tropics.

Lateral friction is the main sink for EKE. It is even
greater than the corresponding sink for the mean flow.
In CME2, the friction terms are also the main sink for
EKE, however, they are about one-half the magnitude
of the mean flow friction. The importance of the hori-
zontal friction in FRAM is certainly partly due to the
form of parameterization (with FRAM using both La-
placian and biharmonic friction, while CME2 used only
biharmonic friction).

The most important sources of energy are the buoy-
ancy term, B9, and the nonlinear transfer term, N . The9R
eddy buoyancy transfer B9 is most important in the ACC
region. If we consider the regions where B9 represents
a source of EKE (Fig. 6), the proportion generated in
the ACC region is 92%. When the ACC is split into the
ACCB and NACC (expt 1), the ACCB contributes for

24% and the NACC 76% of the total. This shows that
an analysis restricted to the ACCB region would miss
the largest part of the eddy activity in the ACC, giving
further support to the analysis of Ivchenko et al. (1996)
along the time-mean streamlines.

The nonlinear transfer, N , is a source of eddy energy9R
in all FRAM regions. It may be interpreted as a con-
version from KEM to EKE and can be related to bar-
otropic instability processes since the energy flux across
the northern boundary is small (Fig. 7a). The sign of
this conversion term is the same in all subregions, but
a reversed transfer (the ‘‘negative viscosity’’ effect) oc-
curs locally just northeast of Drake Passage. Note that
in the ACC the nonlinear transfer N is small. For ex-9R
ample, in experiment 2, the ACC region accounts for
less than 4% of the exchange for the total domain and
in the NACC region of experiment 1 N is 28 times9R
smaller than B9. This may be due to a compensation
between barotropic instability (which generates EKE
from the mean flow) and negative viscosity effects
(which generate mean energy from the eddies) in the
ACC. Such a compensation was found in the quasi-
geostrophic model of Treguier and McWilliams (1990)
in the presence of topography.

b. Available potential energy and mean-to-eddy flux

In this section, baroclinic instability is examined by
considering the eddy available potential energy (EPE)
and its exchange with the mean potential energy (PEM).
Using the approximate form (8), this exchange between
PEM and EPE, called A9, can be estimated as (Böning
and Budich 1992)

]r̄ ]r̄
u r 1 y r9 9 9 91 2]x ]y1

A9 5 g dV. (9)EV dr̃p(V)

dz

The results of the available potential energy analysis for
experiments 1 and 2 are shown in Tables 2 and 3, re-
spectively. For completeness, the values of EKE and the
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buoyancy energy transfer B9 are also indicated. All the
terms shown in these tables have been averaged over
their corresponding regions so that they represent den-
sities for each particular region. This averaging is dif-
ferent from the one used in the previous figures where
the integrated terms were normalized by the total do-
main volume. Averaging to form regional energy den-
sities gives a better indication of the relative strength
of instability processes occurring in various regions.

The time-mean available potential energy (PEM) is
largest in the ACC regions. It may seem surprising that
PEM is similar in the Anzone region and the subtropical
region (Table 2) since the subtropical region is much
more stratified. The reason for this is that there is a
much greater variation of densities in the Anzone region
than the subtropical region, and therefore there is a
greater difference between these values and the refer-
ence density.

Both the EPE density and the A9 transfer reveal the
baroclinically unstable regions. For experiment 1, these
terms are clearly larger in the ACC and subtropical
regions compared with their values in the Anzone. Ex-
periment 2 shows that baroclinic instability is an im-
portant mechanism in the ‘‘western boundary’’ regions,
that is Agulhas, WestPac, and WestAtl.

The comparison between A9 and B9 gives further in-
sight into the instability mechanism. In the ACC, A9 and
B9 have the same sign and are of the same order of
magnitude. This is consistent with the classical picture
of baroclinic instability whereby EPE and EKE are cre-
ated out of PEM. Note that the ratio of the B9 source
of EKE in the NACC and the ACCB regions is almost
equal to the ratio of their eddy kinetic energy densities.
This further suggests that the energy levels in these
regions are closely linked with the degree of baroclinic
instability occuring in each region. For the Anzone, on
the other hand, B9 is larger than A9, which clearly means
that the source of eddy kinetic energy is not linked
completely to baroclinic instability.

The picture is more complicated in the western
boundary regions. The Agulhas region has a high value
of EKE density (52.2 cm2 s22, Table 3), but its source
is apparently an energy transfer from KEM (barotropic
instability) since the B9 flux, which is not insignificant,
tends to produce a decrease of EKE. A similar situation
occurs in the WestPac region. Here EKE is generated
principally by a nonlinear transfer from KEM, with the
B9 acting as a sink for EKE. This does not mean that
baroclinic instability is not active in these regions, be-
cause they also have large values of A9. The most likely
explanation is that different mechanisms interact, that
is, local baroclinic instability processes and also ex-
changes of kinetic and potential energy with neighbor-
ing regions.

c. Instability analysis

We have also tried to assess the degree of baroclinic
instability of the flow by finding the baroclinically un-

stable modes of the spatially averaged and time-aver-
aged zonal shear (z). The spatial averaging has beenu
made in several areas of length between 108 and 208
longitude and width of 58 latitude. The selected areas
cover a broad range of latitudes and kinetic energy lev-
els, and all of them have predominantly zonal mean flow
(where the averaged is small compared with belowv u
the surface Ekman layer). The instability analysis fol-
lows Beckmann (1988). We assume the shear is uniform
in latitude and have used the quasigeostrophic approx-
imation to allow separation of the horizontal and vertical
dimensions. The equation solved for unstable modes is
similar to Beckmann’s Eq. (10), with Laplacian and bi-
harmonic friction taken into account. The equation is
discretized vertically using the same vertical grid as the
FRAM model.

In all the regions considered, the flow has been found
to be baroclinically unstable. The growth rates are typ-
ically 50 day21 and range from 12 day21 for tight jets
within the ACC to 68 day21 in broader flow. Regions
with the largest shear have both the highest growth rates
and highest eddy kinetic energy density. The growth
rate is maximum for scales 2 to 3 times larger than the
local Rossby radius. Since the Rossby radius wave-
length varies from 2p8 km to 2p20 km, unstable wave-
lengths are therefore between 125 and 400 km. Note
that in most regions these unstable wavelengths are mar-
ginally resolved by the zonal grid spacing, which is 30
km in the southern latitudes and 40 km at 458S. The
most unstable modes are surface-intensified with a ver-
tical structure similar to that of the first baroclinic mode.

A typical picture of growth rate as a function of wave-
number is shown for a region to the northeast of Drake
Passage (Fig.12). The long wavelengths are stable be-
cause of the b effect, while the short wavelengths are
stabilized by friction. This is demonstrated by Fig. 12b,
which shows the growth rates calculated without lateral
friction. The effect of friction in midlatitude regions is
to decrease the maximum growth rate (by about a factor
of 3). At higher latitudes, friction also shifts the most
unstable wavelength toward larger scales, as shown in
Fig. 13.

6. Conclusions

The energy analysis presented here confirms that the
dynamics of the FRAM model are broadly consistent
with both theories and results from quasigeostrophic
channel models of the ACC.

The main source of time-mean kinetic energy is the
wind stress, with the buoyancy transfer to potential en-
ergy providing the main sink. This result supports the
view that the ACC is mainly a wind-driven current and
that the wind stress forcing in the Southern Ocean may
have an important influence on the global thermohaline
circulation (Toggweiler and Samuels 1995). Using cli-
matological monthly mean wind stress values, the gen-
eration of eddy kinetic energy by the wind stress is
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FIG. 10. Agulhas region (expt 2) energy balance for the time-mean and eddy kinetic energy. Terms and
units as in Fig. 7.

Fig. 11. ACC Belt (expt 1) region energy balance for the time-mean and eddy kinetic energy. Terms and
units as in Fig. 7.

found to be negligible so that eddy activity results solely
from internal instabilities.

A comparison of the present analysis with a similar
study of the North Atlantic CME2 model shows that
FRAM has more energy in the barotropic mode. This
reflects the expected difference between a zonal channel
flow compared with gyre-type flows. The barotropic
mode in FRAM is efficiently forced by the wind stress
as well as by the nonlinear conversion from baroclinic
to barotropic kinetic energy.

As expected, baroclinic instability is found to be the
most important source of eddy kinetic energy. The high-
est values for the conversion between mean available
potential energy and eddy available potential energy
occur in the western boundary regions, the Agulhas and

in the ACC, especially on its northern flank. The insta-
bility analysis of areas of zonal flow show that the flow
is baroclinically unstable everywhere, with typical
growth rates of 50 day21.

Our results show that the deficit of eddy kinetic en-
ergy in FRAM does not result from an absence of bar-
oclinic instability, but rather from friction that is too
high. Since the friction coefficients in FRAM were cho-
sen in order to ensure numerical stability, a decrease in
friction will only be possible with higher horizontal res-
olution. From Fig. 13 it can be seen that a grid of 10
to 15 km would be needed to resolve the most unstable
wavelength at 578S: this is 2 to 3 times smaller than
the FRAM grid.

The nonlinear transfer from the mean to eddy kinetic
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FIG. 12. Growth rate as a function of wavenumber for a region
between 42.258 and 47.258S, 47.58 and 27.58W. (a) With lateral fric-
tion. The maximum growth is 1.7 3 1027 s21 5 68 day21. (b) Without
lateral friction. The maximum growth is 4.9 3 1027 s21 5 24 day21. FIG. 13. Growth rate as a function of wavenumber for a region

between 608 and 558S, 96.758 and 106.758E. (a) With lateral friction.
The maximum growth is 1.78 3 1027 s21 5 65 day21. (b) Without
friction. The maximum growth is 6.9 3 1027 s21 5 17 day21.

energy, which we interpret as a barotropic instability,
is also important in the total domain balance. This trans-
fer occurs from KEM to EKE in every subdomain; the
reverse transfer, or ‘‘negative viscosity,’’ is found in
none of the subregions considered here. It is noted that
FRAM did exhibit the negative viscosity effect in some
very local tight jets (e.g., just to the northeast of Drake
Passage). However, this effect is found to be quite lo-
calized and for reasonably large regions it makes no net
contribution to the balance. This result agrees with the
relatively small Reynolds stresses found in the momen-
tum analysis of SI and Ivchenko et al. (1996). It would
be interesting to estimate this effect in other Southern
Ocean numerical models with a resolution higher than
FRAM.

Our study also provides a first insight into the influ-
ence of the open boundary conditions on the dynamics
in FRAM. When averaged over the whole domain, the
total energy and pressure fluxes at the northern bound-
ary are small for both the time-mean and eddy balances.
However, the open boundary condition seems to induce
a large exchange between internal mode and external
mode energy. This is certainly due to the fact that the
barotropic mode is imposed from a Sverdrup balance
without regard for the topography or density field at the
northern boundary. The barotropic field is therefore in-
consistent, and one would expect some redistribution of
energy close to the boundary. This phenomenon cer-



JANUARY 1997 21I V C H E N K O E T A L .

tainly affects the dynamics of the subtropical regions
but, one hopes, not the ACC region (since the pressure
flux terms have different signs in the two regions). Fur-
ther analysis of such open boundary conditions is cer-
tainly necessary.
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APPENDIX

The Pressure Gradient Work

The energy budget for the external (i.e., depth-av-
eraged velocity) mode and the internal mode is a useful
tool for understanding the ocean dynamics (Holland
1975). In the following, index i refers to the internal
mode and e to the external mode. The energy balance
of the internal and external mode total kinetic energy
(TKE) comprises nonconservative processes (wind
stress input, horizontal, vertical, and bottom friction),
nonlinear exchange between external and internal
modes, and pressure gradient work (PWi, PWe):

]p
ePW 5 2 u dVe E m ]xm(V)

]p
iPW 5 2 u dV, (A1)i E m ]xm(V)

where V is the volume, p is the pressure, and summation
is implied over index m 5 1,2.

The pressure gradient work integrated over a domain
is related to the exchange between potential and kinetic
energy B, a topographic term T, and the fluxes P through
the open boundaries (T92):

PW 5 T 1 Pe e

PW 5 B 2 T 1 P . (A2)i i

For closed basins the equations become simply

PW 5 Te

PW 5 B 2 T. (A3)i

The buoyancy term B and topographic exchange T are
defined by

B 5 2 u rg dV.E 3

(V)

]H
e b eT 5 2 (p 2 p )u dS, (A4)E m ]xm(S)

with H the ocean depth and S the horizontal surface of
the domain.

From the above it can be seen that the topographic
transfer term T describes an exchange of energy between
the internal and external modes. This mechanism is dif-
ferent from the nonlinear transformation term. The term
T is zero for flat-bottom domains, or when the density
is constant. The external pressure work PWe (and there-
fore T) is related to the so-called JEBAR effect. JEBAR
appears on the right-hand side of the depth-averaged
vorticity equation and is usually written

01 g
J x, , x 5 zr dz.E1 2H r0 2H

The external pressure gradient work PWe is the product
of JEBAR by the barotropic streamfunction c for the
depth-averaged transport

c 1
PW 5 2 J x, dS.e E 1 2H HS
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