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a Institut d'Astronomie et de G�eophysique G. Lemâõtre, Universit�e Catholique de Louvain, 2 Chemin du Cyclotron,

B-1348 Louvain-La-Neuve, Belgium
b IFREMER, Laboratoire d'Hydrodynamique et de S�edimentologie, Centre de Brest, BP-70, F-29280 Plouzan�e, France

c Proudman Oceanographic Laboratory, Bidston Observatory, Birkenhead, Merseyside L43 7RA, UK
d Management Unit of the North Sea Mathematical Models, Gulledelle 100, B-1200 Brussels, Belgium

e Delft Hydraulics, Rotterdamseweg 185, PO Box 177, 2629 HD Delft, The Netherlands

Received 14 July 1997; received in revised form 1 December 1997; accepted 18 December 1997

Abstract

Several coastal ocean models have been used to compute the circulation on the Northwest European Continental

Shelf. Five of them, developed within the European Union, are compared in the scope of an idealised three-dimensional

test case, dealing with the geostrophic adjustment of a freshwater cylinder. As the central eddy adjusts, unstable baro-

clinic vortices start to grow. All the models are able to produce such unstable vortices. However, two of them produce

an order-two instability, which is in accordance with a previous laboratory experiment, while the others exhibit an or-

der-four instability. Using a simple scaling analysis, it is seen that the azimuthal wavenumber depends on the ratio of

the kinetic energy to the available potential energy. It appears that the discrepancy in the azimuthal wavenumber is

mainly due to the e�ect of the discretisation of the horizontal advection of momentum which could produce signi®cant

decrease of the total kinetic energy. Ó 1998 Elsevier Science Inc. All rights reserved.
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1. Introduction

Much work has been devoted to the improvement of advection schemes for models of shelf seas
(e.g. [1] and references therein), deep ocean (e.g. [2] and references therein), and the atmosphere
(e.g. [3] and references therein). In spite of all these e�orts, choosing the most appropriate advec-
tion scheme for a given geophysical ¯uid ¯ow problem is still far from trivial. This is why several
research programmes are currently addressing this issue [4]. Among them, the NOrth sea Model
Advection±Dispersion Study (NOMADS) [5] is concerned with the intercomparison of various
advection±dispersion models of the Northwest European Continental Shelf (NECS). In the scope
of this study, four realistic test cases dealing with tracer and water transport in the Southern Bight
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of the North Sea have been performed. An additional idealised test case has been carried out and
is described in the present article.

The idealised test cases that have been used in previous intercomparison studies [6±8] are either
elementary 1D or 2D experiments with analytical solutions or elaborate 3D tests. The former are
too simple to produce useful conclusions, while the results of the latter are di�cult to interpret.
We chose to perform a 3D experiment, simple enough to provide useful conclusions yet relevant
to baroclinic processes encountered in reality such as the instabilities and/or frontal meandering
associated with many coastal currents [9,10] or isolated eddies [11]. A previously-described nu-
merical experiment [1], which deals with the geostrophic adjustment of a relative freshwater eddy
and the development of unstable vortices, meets this requirement. It was found that the shape of
the ®nal freshwater core depends on the advection scheme used. Thus, this test case was deemed
appropriate for NOMADS.

Five institutions within the European Union have performed the idealised case: the Proudman
Oceanographic Laboratory (UK) (PO for short), Delft Hydraulics (NL) (DE for short), the Man-
agement Unit of the North Sea Mathematical Models (BE) (MU for short), the Laboratoire
d'Hydrodynamique et de S�edimentologie IFREMER (FR) (IF for short) and the Institut d'As-
tronomie et de G�eophysique G. Lemâõtre (BE) (CL for short). Additional simulations have also
been carried out by several participants using various versions of their own model. Those runs
gave useful clues to identify the causes of the observed discrepancies.

The present study is one of the ®rst comprehensive intercomparisons, in an idealised test case,
of numerous coastal ocean models developed within the European Union. As such, it provides
indications concerning the di�erences which are observed in the realistic simulations. Moreover,
it is the ®rst step towards a more elaborate incomparison procedure that should be performed in
the future.

2. Model description

Three-dimensional hydrodynamic meso-scale models are used in the present study. Their gov-
erning equations express the conservation of mass, momentum and salinity and assume that the
Boussinesq approximation and the hydrostatic equilibrium are valid. All the models use the ver-
tical sigma-coordinate. CL, DE, IF and MU models are based on a horizontal C-grid while PO
uses a B-grid. Except in DE, the internal and external modes are integrated separately using the
mode splitting technique [12]. Furthermore, various numerical schemes for horizontal and verti-
cal advection of salinity and momentum are used. CL uses a Self-Adjusting Hybrid Scheme
(SAHS) in the horizontal [13] which, for the salinity, is slightly modi®ed by the addition of an
upwinding rate derived from Leith [14]. A ®rst-order upwind scheme is used in the vertical in or-
der to avoid unphysical solutions for the density pro®le. DE uses a semi-implicit technique in the
horizontal with a second-order centred and a higher order (second-order for momentum and
third-order for salinity) upwind scheme for the explicit and implicit parts, respectively. A ®rst-or-
der upwind scheme is used for the vertical advection of salinity, while a second-order centred
scheme is preferred for the vertical advection of momentum. IF selected the Quickest method
for the horizontal and vertical advection of salinity and momentum [15]. MU uses a Total Vari-
ation Diminishing (TVD) scheme for the advection of salinity with the Superbee limiting function
[16]. A ®rst-order upwind scheme is used for the advection of momentum. PO uses the Piecewise
Parabolic Method (PPM) [1] for the advection of salinity and momentum in both directions. The
main model characteristics are listed in Table 1, while more detailed descriptions can be found in
[1,17,18].
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3. Design of the experiment

All the previous intercomparison studies concluded that the de®nition of the experiment is of
crucial importance. Therefore, special attention is devoted to this point. The present test case is
based on that of James [1], which deals with the comparison of advection schemes. Neglecting all
forms of mixing in this test case, though unrealistic in terms of oceanic ¯ows, provides a severe
test for advection schemes.

The domain is a 20 m deep and 30 km ´ 30 km open sea region. The latitude is chosen as 52° N
and hence the Coriolis parameter is set to 1.15 ´ 10ÿ4 sÿ1. The horizontal grid resolution is 1 km
and 20 vertical levels are used. In the centre of the domain, a 10 m deep, 3 km radius cylinder of
relatively freshwater is placed in the upper layer. The centre of the patch corresponds to the lo-
cation of a scalar quantity calculated by the model (this is not exactly the centre of the domain: a
shift of half a grid box is necessary). The salinity S (in psu) within the eddy is a function of the
distance to the centre, d (in km) and is given by

S � 1:1
d
3

� �8

� 33:75: �1�
Outside the eddy the ambient salinity is set to 34.85 psu. The state equation for the density, q, is
linearised as follows:

q � 1025� 0:78�S ÿ 33:75�: �2�
The ambient density and the density at the centre of the patch are thus set to 1025.858 and 1025
kg mÿ3, respectively. At the beginning of the experiment the water velocity and the sea surface
elevation are set to zero. Initial conditions are displayed in Fig. 1. Simulations are performed
for 144 h (9.5 inertial periods) without any bottom or surface stress. Vertical and horizontal dif-
fusivity and viscosity are set to zero or minimal values if necessary to avoid numerical instabilities.

The proposed open boundary condition is a four-point-wide relaxation zone [19] for the sea
surface elevation and the salinity. Salinity is restored to the ambient value (i.e. 34.85 psu) and el-
evation is restored to zero, following

X � kX̂ � �1ÿ k� ~X ; �3�
where ~X denotes the calculated unrelaxed value, X̂ the speci®ed value, X the ®nal value. k is the
relaxation parameter, which is speci®ed as a parabolic function equal to 1 at the boundary and
then 0.5625, 0.25, 0.0625 and 0.0 inside the domain. The horizontal momentum equation is line-
arised next to the boundary, so that advection of momentum is not applied there. The relaxation
zone is located outside of the 30 ´ 30 points computational domain. In order to easily perform the
test case, the proposed boundary condition is not implemented in DE and MU models. Instead,
Riemann-type conditions were used. The e�ect of this choice will be discussed later.

Table 1

Space discretisation of the models used

Grid Salinity horizontal

advection scheme

Momentum horizontal

advection scheme

Salinity vertical advection

scheme

Momentum vertical

advection scheme

CL C SAHS SAHS First-order upwind First-order upwind

DE C See text See text First-order upwind Second-order centred

IF C Quickest Quickest Quickest Quickest

MU C TVD First-order upwind TVD First-order upwind

PO B PPM PPM PPM PPM
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Similar laboratory and numerical experiments have been carried out [1,20±25]. They deal with
the geostrophic adjustment of a light/heavy cylindrical core. As it adjusts, the core rises/sinks and
spreads out, its available potential energy is converted into kinetic energy and unstable eddies
start to grow. According to all those studies, the order of the instability depends on the initial
characteristics of the cylinder ± i.e. its depth, diameter and density di�erence with the ambient
¯uid. It is found that the zonal wavenumber increases if the radius of the initial core increases
or the reduced gravity decreases. If the initial cylinder occupies the total water depth, the unstable
vortices are generated by baroclinic processes. For example, this phenomenon occurs during the

Fig. 1. Initial sea surface salinity (upper panel) and salinity in a vertical section through the centre of the initial fresh-

water core (lower panel).
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unstable stage of deep convection [24]. Therefore, the eddies produced are able to transport po-
tential energy away from the initial core. As the initial cylinder depth is reduced, horizontal shear
increases and barotropic instabilities are likely to be produced. According to a previous labora-
tory experiment our test case should produce an order-two mixed barotropic/baroclinic instability
(see Fig. 5 from [21]).

4. Model results

All participants provided a set of outputs, which was speci®ed with the experiment de®nition.
This set consists of: timeseries of available potential energy (APe), kinetic energy (Ke) and enstro-
phy (En) inside the computational domain; the maximum and minimum of salinity (Smax and Smin)
and the surface area (A1%) where salinity is 1% less than the ambient value (i.e. lower than 34.839
psu); and the 3D array of velocities and salinity at the end of the simulation. Numerous data
could be added to this set, however too large a number of data would confuse the interpretation.
Our prescribed outputs are assumed to be adequate in order to achieve the intercomparison.

Timeseries are displayed in Fig. 2. During the ®rst stage of the experiment, i.e. for times less
than one inertial period, surface inertia-gravity waves are created. They radiate outside of the
computational domain and induce a rapid decrease of the total energy contained inside the do-
main [26].

Thereafter, the initial freshwater core tends towards a geostrophically adjusted state. As it ad-
justs, it pulses inward and outward at a near-inertial frequency. Timeseries of APe, Ke, En and
A1% exhibit this near-inertial oscillation. As the core spreads, A1% increases and available poten-
tial energy is converted into kinetic energy. As the core contracts, these quantities evolve in the
opposite direction. This near-inertial wave is damped by the di�usive properties of the momentum
advection schemes. There are large di�erences between models on the amplitude, the phase and
the frequency of this oscillation. The ®rst maximum APe of PO corresponds nearly to the ®rst
inertial period, whereas it appears 0.1 inertial periods later for IF.

This wave-like evolution is superimposed on a global spreading of the initial core and a simul-
taneous conversion of APe into Ke. The total energy stored within the domain during the geo-
strophic adjustment phase should remain almost constant [22]. While this is valid for most of
the models (not shown), DE produces a ®nal decrease of its APe without any similar increase
of its Ke, with a consequent decrease in total energy. Furthermore, it appears that the spreading
of the initial core varies between models. While PO, MU and DE produce a small spreading, IF
and CL exhibit a much larger expansion of their freshwater core. Moreover, while all models pro-
duce an almost steady maximum of salinity, very di�erent results are found for the minimum of
salinity. MU and PO have a constant Smin. DE model slightly under-shoots at the beginning of the
experiment and produce a ®nal value of 34.06 psu. CL and IF have an increasing minimum of
salinity which reaches a ®nal value of 34.17 and 33.96 psu, respectively.

As the experiment progresses, vortices appear at the edge of the central core and start to grow.
The total enstrophy, i.e. the integrated square vorticity, increases as the vortices develop. This in-
stability produces a signi®cant increase of the kinetic energy for PO. It also induces an observed
small increase in A1% for all the models. The experiment has not been carried out further in time
in order to avoid the signi®cant decrease of the APe that would be caused by the displacement of
the vortices out of the computational domain.

At the end of the experiment, all the models exhibit an instability, but the shape of the lobes
produced and their number are di�erent. CL produces four well-developed vortices, whereas DE
and MU exhibit the same azimuthal wavenumber with less developed eddies (Figs. 3±5). IF and
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Fig. 2. Timeseries of available potential energy in 109 J (a), kinetic energy in 109 J (b), enstrophy in m3 sÿ2 (c), surface

area where the salinity is 1% less than the ambiant value in 108 m2 (d), maximum (e: upper part) and minimum (e: lower

part) of salinity in psu. Time is displayed in inertial periods. The curves are labelled with distinguishing symbols, i.e. a

circle for CL, a square for DE, a diamond for IF, a triangle for MU and a star for PO.
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Fig. 3. Sea surface salinity and velocities (upper panel), and salinity in a vertical section through the centre of the central

eddy (lower panel) at the end of the CL experiment.
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Fig. 4. Same as Fig. 3, for the DE experiment.
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Fig. 5. Same as Fig. 3, for the MU experiment.
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PO produce an order-two instability, as expected from previous laboratory experiments, but the
vortices of the former are less developed than those of the latter (Figs. 6 and 7). In accordance
with the geostrophic balance, the surface velocity exhibits a clockwise motion around the fresh-
water core. Maximum velocities are located at the front of the central eddy (i.e. where the hori-
zontal salinity gradient is maximum). The frontal jet is higher for IF and PO (more than 10 cm
sÿ1) than for the other models (from 4 to 6 cm sÿ1). This is in agreement with the levels of kinetic
energy found at the end of the experiment. Most of the models exhibit alternative upwards and
downwards vertical velocities, the magnitude of which is of the order of 10ÿ5 m sÿ1. All models
produce a rising and spreading of the less dense core. A salinity less than 33.8 psu is found below
10 m in CL and DE results.

5. Analysis

Unstable waves can be produced by sheared currents. For our test case although previous stud-
ies suggest that an order-two mixed barotropic/baroclinic instability should be produced, in prac-
tice two di�erent azimuthal wavenumbers were found. In order to understand this discrepancy it
seems necessary to look into the properties of the surface vortices and to identify the dominating
process which induces the instability.

According to Pedlosky [27], in a cylindrical problem, a less/more dense water core in geo-
strophic balance should produce baroclinic instabilities if the square of the ratio of its radius
to the internal Rossby radius is greater than

���
2
p

. Our experiment meets this requirement.
Moreover, it results from laboratory experiments [20,21] that cyclonic vortices are driven by

horizontal shear near the density front. Barotropic processes induce anti-clockwise vortices. On
the other hand, surface baroclinic eddies rotate in the same direction as the central eddy, i.e.
clockwise. Except PO, all the models exhibit only unstable clockwise surface vortices, i.e. driven
by baroclinic processes. Both clockwise and anti-clockwise vortices are found in PO results. This
is qualitatively in close agreement with the results of the laboratory experiments.

Both Ke and APe could be separated in two terms. The ®rst represents the energy of the un-
perturbed geostrophically adjusted state (Ke and APe) and the second is its deviation from the
equilibrium state (Ke0 and APe0). It follows that

Ke � Ke�Ke0; �4�
APe � APe�APe0: �5�

From the classical theory of barotropic instabilities it appears that the growth of the unstable
barotropic vortices corresponds to a conversion of Ke into Ke0. On the other hand the develop-
ment of the baroclinic instability is associated with a corresponding transfer of APe into Ke0 and
APe0 [28]. Timeseries from PO, DE and IF show a ®nal increase of their total kinetic energy and a
simultaneous decrease of their total available potential energy. Since the APe is converted into Ke
as the vortices started to grow, we could assume that there is an increase of Ke0 due to a simul-
taneous decrease of APe.

Therefore, it appears that baroclinic instabilities are likely to be produced, that surface patterns
are similar to experimental results dealing with baroclinic processes and that the energy transfer
corresponds to the growth of baroclinic eddies. Thus, the models exhibit perturbations which are
mainly driven by the baroclinic instability.

Since the unstable vortices are likely to be due to baroclinic processes, a simple scaling analysis
may be performed in order to explain the observed discrepancies. Given a freshwater core in geo-
strophic balance which produces an order-n baroclinic instability, Jones and Marshall [23] sug-
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Fig. 6. Same as Fig. 3, for the IF experiment.
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Fig. 7. Same as Fig. 3, for the PO experiment.
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gest that the radius of the vortices produced, Rv, scales with the internal Rossby radius accord-
ing to

Rv /
��������
g0h0
p

f
; �6�

where g0 denotes the reduced gravity, h0 is the characteristic depth of the freshwater core and f the
Coriolis parameter. Since unstable lobes are distributed regularly on the perimeter of the central
adjusted cylinder, it is assumed that this perimeter La scales with Rv as

La / 4nRv: �7�
If Ra denotes the radius of the adjusted freshwater eddy, therefore

Ra / 2

p
nRv: �8�

Eq. (8) is similar to a previous analytical solution found by Pedlosky [27]. We should further de-
®ne a velocity scale assuming the geostrophic balance,

u / g0h0

fRa

: �9�
Using Eqs. (6), (8) and (9), it is found that the azimuthal wavenumber scales with the inverse of a
Froude number as

n / p
2

��������
g0h0
p

u
: �10�

De®ning H as the ratio of the kinetic energy to the available potential energy in geostrophic bal-
ance, it has been demonstrated [29] that

H / u2

g0h0
: �11�

Combining Eqs. (10) and (11) yields

n / p
2

Hÿ1=2: �12�
Since the steady geostrophically adjusted state is never reached in this experiment, we assume that
time-averaged quantities over the duration of the experiment are relevant to the geostrophic equi-
librium. Time-averaged Ke, Ape, En and H are reported on Table 2. There is a clear relation be-
tween the order of the instability and H. As suggested by Eq. (12), n increases as H decreases. The
relationship between those two quantities is displayed in Fig. 8, showing that Eq. (12) is relevant
to our experiment and that its scaling factor is close to unity. This suggests that the order of the
instability is a function of Ke and APe as the geostrophic balance is reached. Therefore, the dis-
crepancies in the number of vortices is due to a di�erence in the energy transfer as the initial fresh-
water core adjusts.

Since the models are in agreement with the baroclinic instability theory, the analysis could be
extended in order to explain the discrepancies in the shape of the vortices. According to the clas-
sical theory from Eady [30], the growth rate of the most unstable baroclinic mode is

x � 0:3f�����
Ri
p ; �13�

where Ri is the Richardson number. Since, in geostrophic balance, Ri is the inverse of H, using
relations (12) and (13) we obtain
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x /
����
H
p

: �14�
With regard to this equation, comparing two models which produce the same order instability, the
one with the highest H will show faster growth than the other. This statement is valid for the or-
der-two models: PO has more-developed eddies than IF, and it exhibits the highest H. It is also
valid for the order-four models: the vortices of DE and MU are smaller than those of CL.

6. Discussion

As stated above, the discrepancies in the number of vortices and their shape could be explained
with a simple energy budget argument. Since this test case is intended to compare the numerical
methods used, we should go further into the analysis and ®nd the numerical causes of such dis-
crepancies.

Many aspects of the numerical methods used may a�ect the energy budget. However, some are
more important either because they allow the conversion of APe into Ke or because they could
introduce an important loss of energy. The overview of the models points to several di�erences
in the numerical methods. Four of them are acceptable candidates. These are the grid-staggering,

Table 2

Time-averaged quantities over the experiment duration and order of the instability

Ke (109 J) APe (109 J) H Enstrophy (m3 sÿ2) n

CL 1.42 6.96 0.22 1.33 4

DE 0.68 5.30 0.13 0.73 4

IF 1.68 3.69 0.50 1.90 2

MU 0.66 3.83 0.18 0.43 4

PO 2.27 4.46 0.55 1.89 2

Fig. 8. Relation between the order of the instability and the inverse of the square root of H. The symbols used are those

described in Fig. 2. The straight line corresponds to Eq. (12).
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the open boundary conditions, the salinity advection scheme and the momentum horizontal ad-
vection scheme.

Since an interpolation of horizontal velocities is needed to calculate the Coriolis force on a C-
grid, a smoother front and a weaker frontal jet is obtained than with a B-grid [31]. Therefore, as in
geostrophic balance the Coriolis force balances the horizontal pressure gradient, less energy is
transferred from the APe into the Ke and the horizontal arrangement of gridpoints has an impact
on the energy budget. In our test case, concerned with geostrophic balance, only PO uses a B-grid.
This model produces a wavenumber-two instability and the highest level of kinetic energy. Since
most of the kinetic energy is located at the edge of the freshwater core and frontal jets are better
represented using a B-grid, this is not surprising. However, an order-two instability is also pro-
duced by IF which has a C-grid. Furthermore, an additional test case performed by CL using
the B-grid model of Deleersnijder and Campin [32] produces an order-four instability (not
shown). Thus, whatever staggered grid is used (B or C) both order-two and order-four instabilities
may be found. Additional test cases performed with a re®ned grid by DE and MU also show an
order-four instability, suggesting that the azimuthal wavenumber does not depend critically on
the horizontal arrangement of gridpoints.

The ¯ow through the open boundaries is the only external source/sink of energy in our exper-
iment. As described above, the proposed boundary condition is not implemented by all the par-
ticipants. Two institutes (DE and MU) perform the test case using a radiation type condition
instead of the proposed Flow Relaxation Scheme [19]. Both produce an order-four instability.
However, CL produces the same azimuthal wavenumber using the proposed boundary condition.
Furthermore, if the boundaries are su�ciently far away from the freshwater core they should have
little in¯uence on the development of the unstable eddies. Test cases performed by CL with var-
ious forms of the computational domain always produce an order-four instability. Since the
boundary conditions are dealing with the sea surface elevation at the edge of the computational
domain, they have an e�ect on the outgoing inertia-gravity waves created at the very beginning of
the experiment. But, as the total energy should remain constant during the geostrophic adjust-
ment stage, they have almost no e�ect on the future development of the unstable vortices.

A third candidate is the discretisation of the advection of salinity. Its di�usive properties, which
could be more or less important depending on the numerical scheme used, cause a smoother sa-
linity ®eld. In geostrophic balance, this causes a consequent decrease of the Ke. MU uses a very
similar TVD scheme to the one used by James [1]. However, an order-four instability is produced
by the former while the latter exhibits an order-two instability. Moreover, in [1], where the model
used is in fact the model called here PO, it is shown that a wavenumber-two instability is produced
whatever salinity advection scheme (TVD or PPM) is used. Therefore, it seems that the salinity
advection scheme has no direct in¯uence on the order of the instability.

A fourth candidate is the horizontal advection scheme for momentum. As stated above, its dif-
fusive properties in regions of sharp gradients damp the near-inertial waves and reduce the total
kinetic energy. Since the PPM scheme used by PO has a small arti®cial viscosity [1], its damping is
weak and the magnitude of the near-inertial wave remains almost constant (Fig. 2(a) and (b)).
These waves are strongly damped by the other models. As stated by Herman and Owens [22] these
oscillations may have an in¯uence on the development of the unstable vortices. However, no sig-
ni®cant interaction was found in their experiments. As suggested by Tables 1 and 2, two partic-
ipants (IF and PO), which use high order schemes without any additional viscosity, produce an
order-two instability. On the other hand, models with lower order schemes (CL and MU) or
an additional kinematic viscosity (DE) create an order-four instability. Therefore, it seems that
the order of the instability is closely related to the discretisation of the horizontal advection of
momentum. DE performed a test with a ®rst-order upwind scheme instead of the second-order
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scheme, as part of the Alternating Direction Implicit procedure, for solving the horizontal mo-
mentum equation; it also produced four vortices. MU performed an additional test without
any advection of momentum. As for the original experiment an order-four instability started to
grow though results were very di�erent because of vigourous undamped vertical motions. An ad-
ditional experiment using an upstream advection of momentum scheme in IF model, instead of
the Quickest scheme, produced four vortices. This is the only test case which produces a di�erent
wavenumber than the original version of the model. It proves that the horizontal advection of mo-
mentum is of crucial importance. Additional tests with the PO model, in which (a) horizontal vis-
cosity, (b) vertical viscosity and (c) both horizontal and vertical viscosity, were introduced,
suggest this is the case, because in each test the tendency to produce order-two instability was de-
creased.

These results suggest that, among the four candidates that could explain the observed discrep-
ancy in the order of the instability, the momentum horizontal advection scheme seems to be the
most consistent. Numerical viscosity could induce a too strong decrease of the kinetic energy
within the domain during the adjustment phase. Therefore, as the ratio H decreases, an order-four
instability is created instead of the expected order-two instability. However, since they have an
impact on the energy budget, it is more than likely that the grid staggering and the salinity advec-
tion scheme have an impact on the order of the instability, whereas the open boundary condition
is of minor importance. As suggested by our experiments, those terms do not have a direct e�ect
but they could interact with the momentum horizontal advection scheme in order to modify the
order of the instability, though without any additional tests it is di�cult to determine the validity
of this statement.

Moreover, several comments should be added to this discussion. An obvious ®nding is that
none of the models produces an odd-order instability. This is somewhat surprising: since both or-
der-two and order-four instabilities are found, and in accordance with Eq. (12), an order-three
instability is to be expected for an adequate range of the parameter H. In so far as the initial prob-
lem is axisymmetric, as a square grid is used and as the models should conserve symmetry, models
seem to be unable to produce such an instability without a mode-three external azimuthal forcing.
However, since the noise in laboratory experiments is much more pronounced than in numerical
experiments, odd-order instabilities are found in the laboratory experiments [20,21].

A second additional ®nding concerns the numerical scheme used for the vertical advection of
salinity. Two participants (CL and DE) have performed the test case with a ®rst-order upwind
scheme, whereas the others use an higher order and less di�use scheme. This former simple tech-
nique is chosen in order to avoid unacceptable behaviours such as an over-shooting or wiggles on
the salinity pro®le caused by the centred scheme. Thanks to the properties of the numerical
scheme used, those models produce a very di�usive freshwater core. As the vertical numerical dif-
fusion becomes signi®cant, freshwater parcels are displaced downwards, smoothing the salinity
pro®le and increasing the APe. This is closely related to the ®ndings of Table 2, where CL and
DE have the highest APe.

7. Conclusion

This article describes an intercomparison study of ®ve coastal ocean models dealing with a
three-dimensional test case. It appears that the order of the baroclinic instability produced de-
pends on the energy budget during the adjustment phase. From a numerical point of view, the
discrepancy in the azimuthal wavenumber is attributed to a di�erence in the scheme for horizontal
advection of momentum. Low-order schemes or schemes with an additional viscosity which dis-
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sipate kinetic energy produce four vortices, whereas higher order schemes produce two lobes. The
practical implication is that the numerical modelling of low-di�usion marine systems where fron-
tal instability processes are important requires the use of at least a second-order discretisation for
the advection of momentum. Therefore a special attention should be devoted to this point in nu-
merical applications related to those processes. The relevance of this conclusion for real applica-
tions depends, of course, on the existence and importance of processes involving advection of
momentum. Examples of such situations will include the meandering of river plume fronts or
coastal currents or, more generally, baroclinic instability in an oceanic frontal system. In such
cases use of low-order scheme for the advection of momentum can expected to seriously degrade
results.

Intercomparison techniques have never been carefully studied. Most of the previous intercom-
parisons of coastal ocean models led to rather unconclusive results, usually because the test cases
were ill-de®ned or too simple. Our test case was set-up following a previously published study [1]
and outputs were chosen with careful forethought. As a result, conclusive remarks can be pro-
duced and it is found that the choice of the test case is of crucial importance in order to achieve
the intercomparison. However, it is believed that work is still needed in order to improve the in-
tercomparison methods.
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