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Abstract. We analyzed 136 time series (covering from 44 to 73 yr) of juvenile cod to estimate the level of direct and delayed density-dependent mortality (DDM) of 11 populations from the Norwegian Skagerrak coast. The parameters were estimated using a modeling approach that explicitly incorporates observation errors, so that we could quantify the density-independent (stochastic) variation in the survival of juvenile cod. Moderate to strong levels of DDM (direct or delayed) were estimated in eight of the 11 populations. Variability in the 0-group (corrected for observation errors) appeared to be large for most of the populations. Substantial stochastic variability in postsettlement survival was also detected in some areas, indicating that stochastic factors are not only important for egg and larval stages, as stated by the match–mismatch hypothesis, but also for juveniles. We show that the variability in these coastal populations is not only regulated as a function of the strength of DDM processes, but also as an interaction between DDM processes and stochastic factors. We finally postulate that local and regional differences in the strengths of the density-dependent and stochastic processes are related to differences in the quantity and quality of the bottom flora coverage, which govern both food availability and shelter for juveniles.
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INTRODUCTION

Since Johan Hjort’s pioneering work (1914), studies on temperate marine fish populations have emphasized stochastic variation within early stages (e.g., May 1974, Cushing 1995). However, evidence of high levels of predation and/or cannibalism acting on the 0-group juvenile cod (Folkvord and Otteraa 1993, Gotceitas et al. 1995, Pepin and Shears 1995, Tupper and Boutiller 1995a, b, Borg et al. 1997, Levin et al. 1997), as well as the presence of density-dependent mortality (DDM) within the juvenile stages (Myers and Cadigan 1993a, Bjørnstad et al. 1999a), also point to variation in survival of the juvenile stages as being important.

From a theoretical point of view, interactions within and between cohorts may be expected to modify the variability across the different age classes (e.g., Hixon and Carr 1997). When these interactions result in DDM within early stages, the population may be regulated, so that the level of variability becomes relatively lower for adults than juveniles (Myers and Cadigan 1993a). In this article, we use regulation in the strict sense of reducing the variability.

Quantifying the relative importance of the density-dependent and the density-independent components of mortality in free-ranging populations has been generally hampered by the lack of long time series (Hassell et al. 1989) and the presence of observation errors (Lebreton 1989, Myers and Cadigan 1993a, Bjørnstad et al. 1999a). Here, we overcome the first of these problems by quantifying DDM within juvenile stages through the analysis of 136 time series of 44–73 yr from 11 cod populations, sampled along the Norwegian Skagerrak coast (Gjøsæter 1990, Johannessen and Sollie 1994, Fromentin et al. 1997, 1998). We used a modeling approach that explicitly models observation errors to overcome the second problem. The model (Myers and Cadigan 1993a, b), which is similar to the key factor analysis (e.g., Begon et al. 1996), further allows the quantification of the density-independent variation in postsettlement survival. Through this, we (1) estimate the level of direct and delayed DDM in 11 areas (or fjords); (2) compare the importance of density-dependent processes vs. stochastic ones; and (3) quantify...
Fig. 1. The Norwegian Skagerrak coast within Norway together with a detailed map showing the locations of the 11 studied areas or fjords. The number of stations for each area or fjord is given in parentheses (68 stations in all). Sampling occurred once a year in September or October and started in 1919 or 1920 for the five southwestern areas (Topdalsfjord, Grimstad, Sandnesfjord, Sondeledfjord, and Kragerø), in 1936 for the five northeastern areas (Tjome, Holmestrand, Oslofjord, Drøbak, and Hvaler), and in 1953 for Grenland. The lower right insert represents the vertical distribution, the relative abundance, and the stipes length of the macroalgae in the southwest and northeast of the Norwegian Skagerrak coast.

the degree of regulation in the Norwegian Skagerrak cod due to density-dependent interactions throughout the life cycle. The strength of DDM is also compared among fjords. Biogeographic differences are discussed in light of food limitation and habitat differences.

Material and Methods

Cod populations along the Norwegian Skagerrak coast

Spawning in cod populations along the Norwegian Skagerrak coast (Fig. 1) occurs in early March. Fish larvae stay in the water column; there they feed and metamorphose into juveniles around May to June. When they are 3–5 cm long (around July or August), they settle on the bottom. These young juveniles (i.e., the 0-group) and the older juveniles (i.e., the 1-group: 1.5 yr old) are generally found in shallow waters and closer to the shore than the older individuals (Dahl 1906). Both juvenile groups have similar habitat preferences (Fromentin et al. 2000); whereas, the adults (>2 yr old) are found in deeper water (Gjøsæter et al. 1996, Dalley and Anderson 1997).

Juvenile habitat is mainly comprised of seagrass bed and kelp, and 0- and 1-groups generally feed on the associated fauna (Johannessen and Sollie 1994, Fjosne and Gjøsæter 1996). Abundance, diversity, and vertical distribution of macroalgae are lower in the northeastern than in the southwestern part of the study area (Fig. 1; data from Pedersen et al. 1994, Langfelt 1995, Moy et al. 1997). The relative abundance, the vertical distri-
clusion, and the stipes length of *Laminaria hyperborea* (the dominant algae species) are, furthermore, two times higher in the southwestern than in the northeastern part of the Norwegian Skagerrak coast (Pedersen et al. 1994).

Maturation occurs around two to three years of age (Gjøsæter et al. 1996, Stenseth et al. 1999). Tagging experiments indicated that the Norwegian Skagerrak cod populations are relatively isolated, with limited migration (individuals appear fjord specific) and limited interchange among individuals of other nearby areas, e.g., the open sea population from the Skagerrak (Danielssen 1969, Julliard et al. 2001).

**Sampling and data**

The time series on cod arise from the Flødevigen survey, within which the fish community has been sampled at more than 250 fixed stations along the Norwegian Skagerrak coast since 1919. Since its beginning, the sampling was run by only two scientists and according to the same protocol, so that the sampling is very consistent. Samples were taken with beach seines every September or October (Dannevig 1954, Johanssen and Sollie 1994). The seine was 40 m long and 3.7 m deep with a stretched mesh size of 1.5 cm. In each end of the seines, there were two 20-m-long ropes (in a few stations where special circumstances made it necessary, slightly shorter or longer ropes were used since 1919, maximum range 10–30 m). The area covered by one haul is up to 700 m$^2$ (∼1000 m$^2$ with the 30-m-ropes). No compensation was made for difference in area covered, but the geometrical shape of the haul appears to be equally important. The maximum depth sampled varied among sites, but ranged from three to 15 m.

For the present study, we focused on 68 stations providing long time series of 0-group and 1-group cod with very few missing values (<5%). All the stations are grouped into 11 different fjords or areas (the distance between the most distant stations is ~370 km; Fig. 1). Topdalsfjord, Sandnesfjord, Søndeledsfjord, and Grenland are fjords that are ~20 km long; the latter being affected by heavy local industry. Grimstad and Kragerø are coastal areas that are protected from direct influence of the open sea by numerous islands. Both Tjøme and Hvaler are directly open to the Skagerrak (Hvaler being the most exposed). Holmestrand and Drøbak are at the entrance of the Oslofjord, which is largely open to the Skagerrak. The Inner Oslofjord is an enclosed area, separated from the open sea by a very shallow threshold. This area has been strongly affected by human activities since the beginning of the 20th century.

These 11 areas were selected because they contain a sufficient number of stations to obtain reliable quantification of the observation errors (see Materials and methods: Quantifying observation errors). Each area includes from four to eight stations (Fig. 1). Time series extend from 1919 or 1920 to 1996 for the five southwestern areas (Topdalsfjord, Grimstad, Sandnesfjord, Søndeledsfjord, and Kragerø), from 1936 to 1996 for the five northeastern areas, (Tjøme, Holmestrand, Oslofjord, Drøbak, and Hvaler), and from 1953 to 1996 for Grenland. As the sampling occurred once a year and was interrupted only during the Second World War, time series include 72 or 73 values for the five southwestern areas, 56 for the five northeastern ones, and 44 for Grenland.

**Modeling direct density-dependent mortality**

Let $N_{0,t}$ and $N_{1,t}$ denote the number of fish in the 0-group and the 1-group cod during the year $t$. Let $e_{y}$ denote the random component of the density-independent mortality. If we now consider that direct density-dependent mortality (direct DDM) may arise from competition or cannibalism within the 0-group, a general model for the survival of the 0-group to the 1-group may be written as

$$N_{1,t} = N_{0,t-1} \exp[f(N_{0,t-1}, e_{y})] \quad (1)$$

where $f(N_{0,t-1}, e_{y})$ is a strictly negative function, so that $\exp[f(N_{0,t-1}, e_{y})]$ represents the proportion of the 0-group that survives in the following year. A Gompertz model was used because Bjørnstad et al. (1999a) showed that the survival of the Norwegian Skagerrak cod is approximately log-linearly related to the abundance (and not as often assumed linearly related to the abundance, see also Myers and Cadigan 1993a), so that

$$N_{1,t} = N_{0,t-1} \exp[-m + \alpha \log,(N_{0,t-1} + e_{y})] \quad (2)$$

where $m$ is the average density-independent mortality (constant and positive), and $\alpha$ is a negative constant indicating the strength of the direct DDM ($\alpha = 0$ implying no direct DDM). The last term, $e_{y}$, is a random variable (with zero mean) that represents stochastic year-to-year variation in mortality.

Let $X_{t} = \log,(N_{0,t})$ and $Y_{t} = \log,(N_{1,t})$. Then, taking the natural logarithms on both sides of Eq. 2 and collecting terms we get the following equation:

$$Y_{t} = -m + (1 + \alpha) X_{t-1} + e_{y} \quad (3)$$

We assume that the survey data of the 0-group, $x_{t}$, and the 1-group, $y_{t}$, are measured with errors, which are proportional to the true abundance (which is equivalent to assuming that the log-transformed survey data are measured with additive errors). We define $\delta_{0,t}$ and $\delta_{1,t}$ as the observation errors of the log-transformed data of the 0-group and the 1-group, respectively. We assume the catchability to be independent of abundance (see Discussion: Density-dependent mortality), and let $c_{0}$ and $c_{1}$ represent the respective log catchability. We may then write the measurement process for the data on the 0- and 1-group abundance as follows:

$$x_{t} = X_{t} + c_{t} + \delta_{0,t}, \quad y_{t} = Y_{t} + c_{y} + \delta_{1,t} \quad (4)$$

Technically speaking, we assume the measurement
process to follow the “Berkson model” after log transformation (Carroll et al. 1995). To estimate the biological parameters of Eq. 3 from the census counts, as governed by Eq. 4, we make the following set of assumptions. (1) The log-transformed standardized data of the true abundance of the 0-group in a given year is drawn from a time-invariant normal distribution with mean \( \mu \) and constant variance \( \phi \). That is, \( X_t \sim \mathcal{N}(\mu, \phi) \). Note that the \( X_t \) may be correlated without affecting the estimations. In a strict sense, we assume that the \( X_t \) are multivariate normal with expectation \( \mu \) and a covariance matrix that has the same variance for all observations (but possibly with off-diagonal elements to capture the correlation structure). (2) The year-to-year density-independent variability (stochastic), \( e_t \), is normally distributed and independent of year with zero mean and constant variance: \( e_t \sim \mathcal{N}(0, \psi) \). (3) The observation errors, \( \delta_{t,x} \), and \( \delta_{t,y} \), are unbiased, independent, and normally distributed on the log scale (Myers and Cadigan 1993a). The error variances are denoted by \( \theta_x \) and \( \theta_y \), so that: \( \delta_{t,x} \sim \mathcal{N}(0, \theta_x) \) and \( \delta_{t,y} \sim \mathcal{N}(0, \theta_y) \).

We estimate \( \theta_x \) and \( \theta_y \) separately using the repeated sampling within each area (see Materials and methods: Quantifying observation errors). The catchability constants, \( c_0 \) and \( c_1 \), and the average density-independent mortality rate, \( m \), cannot be estimated from the data. Therefore, we estimate the biological parameters in Eq. 4 from the centered time series. We estimate the unknown parameters using the variance-component model proposed by Myers and Cadigan (1993a, b), which fits a theoretical variance–covariance matrix to that observed between the time series of the log-transformed 0-group in year \( t-1 \) and the 1-group in year \( t \). The theoretical variance–covariance matrix, \( \Sigma \), between the log-transformed 0-group in year \( t-1 \) and 1-group in year \( t \) resulting from Eqs. 3 and 4 is

\[
\Sigma = \begin{bmatrix}
\text{Var}(X_{t-1}) & \text{Cov}(X_{t-1}, Y_t) \\
\text{Cov}(X_{t-1}, Y_t) & \text{Var}(Y_t)
\end{bmatrix}
= \begin{bmatrix}
\phi + \theta_x & (1 + \alpha)\phi \\
(1 + \alpha)^2\phi + \psi + \theta_y &\phi + \theta_y
\end{bmatrix}.
\]

(5)

The unknown parameters \( \alpha, \phi, \psi, \beta \) are estimated using maximum likelihood (Bollen 1989). This estimation was carried out using PROC CALIS in SAS Version 6.12 (SAS 1996).

**Modeling delayed density-dependent mortality**

Density-dependent mortality in juveniles may also result from competitive and/or cannibalistic interactions among individuals of the 0- and the 1-group in a given year. Because these interactions can be seen as interactions between the 0-group in year \( t \) and the 0-group in year \( t-1 \), these are often referred to as delayed density-dependent mortality (delayed DDM). Adding this additional source of mortality to Eq. 2, we obtain the following:

\[
N_{t+1} = N_t \exp\left(-m + \alpha \log_e(N_{t-1}) + \beta \log_e(N_{t+2}) + \epsilon_t\right)
\]

(6)

where \( \beta \) is a negative constant representing the strength of the delayed DDM; \( \beta = 0 \) indicates no delayed DDM.

One difficulty when estimating delayed DDM is related to the presence of trends in the data (Myers and Cadigan 1993a, Williams and Liebhold 1995). Long-term fluctuations lead to positive autocorrelation at lag-1 and might, therefore, blur the presence of significant delayed DDM, which would result in a negative autocorrelation at lag-1. When trends are conspicuous, estimates of \( \beta \) will be biased and may appear positive. We circumvent this problem by also considering shorter periods, which were selected (1) to reduce as much as possible the confounding influence of the long-term fluctuations; (2) to make series with relatively similar time periods for the different areas; and (3) to obtain nonsignificant correlation in the residuals. We have chosen to work on shorter periods rather than detrending the series, because detrending affects the autocovariance in the data and can lead to biases in the DDM parameters. A second difficulty relates to our assumption of independent observation errors. This assumption can be violated because we now consider two estimates of abundance during each year (\( X_{t,1} \) and \( Y_{t,1} \)). If some latent factors (e.g., environmental ones) affect both groups, then the counts of \( X_{t,1} \) and \( Y_{t,1} \) may be correlated. Such effects are well known in surveys of cod (Myers and Cadigan 1995). Therefore, we allow for a covariance, \( \rho \), among the observation errors within each year; that is, \( \rho = \text{Cov}(\delta_{t,x}, \delta_{t,y}) \).

Previous assumptions still apply, but instead of estimating a \( 2 \times 2 \) variance–covariance matrix we now estimate a \( 4 \times 4 \) covariance matrix among the following set of log abundances (\( X_{t-1,1}, X_{t,1}, X_{t-1,2}, Y_{t,1}, Y_{t-1,1} \)):

\[
\Sigma = \begin{bmatrix}
\text{Var}(X_{t-1,1}) & \text{Cov}(X_{t-1,1}, X_{t,1}) & \text{Cov}(X_{t-1,1}, Y_{t,1}) & \text{Cov}(X_{t-1,1}, Y_{t-1,1}) \\
\text{Cov}(X_{t-1,1}, X_{t,1}) & \text{Var}(X_{t,1}) & \text{Cov}(X_{t,1}, Y_{t,1}) & \text{Cov}(X_{t,1}, Y_{t-1,1}) \\
\text{Cov}(X_{t-1,1}, Y_{t,1}) & \text{Cov}(X_{t,1}, Y_{t,1}) & \text{Var}(Y_{t,1}) & \text{Cov}(Y_{t,1}, Y_{t-1,1}) \\
\text{Cov}(X_{t-1,1}, Y_{t-1,1}) & \text{Cov}(X_{t,1}, Y_{t-1,1}) & \text{Cov}(Y_{t,1}, Y_{t-1,1}) & \text{Var}(Y_{t-1,1})
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\phi + \theta_x & 0 & (1 + \alpha)\phi & \rho \\
0 & \phi + \theta_x & 0 & \beta\phi \\
(1 + \alpha)^2\phi + \psi + \theta_y & 0 & \phi + \psi + \theta_y & 0 \\
(1 + \alpha)^2\phi + \beta\psi & \beta\phi & 0 & \phi + \psi + \theta_y
\end{bmatrix}
\]

(7)

The unknown parameters, \( \alpha, \phi, \psi, \beta, \) and \( \rho \), are estimated from the observed variance–covariance matrix using maximum likelihood. Thus, the above formulation can be considered as an extension of the key factor analysis, since the model further corrects for observation errors.

**Quantifying observation errors**

The presence of observation errors can blur the estimates of direct (\( \alpha \)) and delayed (\( \beta \)) DDM, density-
independent variability in survival ($\psi$), and variability in the 0-group ($\phi$). To correct for this bias, our modeling approach integrated these observation errors into the structure of the model (Eq. 4). We quantified observation error variance by using the repeated sampling within each area. Since each area included four to eight stations, we computed the mean abundance and its standard error across all the stations for each year (means and standard errors were calculated on raw data excluding the years with missing values). We then in-
investigated, in each area, the relationship between the mean and its standard error. The standard error was approximately proportional to the mean in all cases (Fig. 2), as assumed in the model. Thus, the observation errors can be approximated by a log normal process, so that errors in log abundance are approximately normal. The variances, $\sigma_0$ and $\sigma_1$, can then be estimated on the basis of the raw data by a linear regression, forced through the origin, between the standard deviations and the means (Johnson et al. 1994). We tested for robustness of the model estimations by considering $\theta_1$ estimates $\pm 50\%$. The results (Tables 1, 2, and 3) indicate that the model tends to slightly underestimate $\alpha$, and to overestimate $\phi$ and $\psi$ when $\theta_1$ was 50% larger, and vice versa when $\theta_1$ was 50% lower. However, differences were small and in most of the cases nonsignificant, indicating a good robustness of the model to misspecification of the observation error variances.

### Table 1

<table>
<thead>
<tr>
<th>Fjord</th>
<th>$\theta_2$</th>
<th>$\theta_1$</th>
<th>$\alpha$</th>
<th>$\phi$</th>
<th>$\psi$</th>
<th>Period</th>
<th>$\sigma_0$</th>
<th>$\sigma_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topdalsfjord</td>
<td>0.34</td>
<td>0.44</td>
<td>-0.30 (0.14)</td>
<td>0.99 (0.22)</td>
<td>0.39 (0.17)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grimstad</td>
<td>0.38</td>
<td>0.38</td>
<td>-0.07 (0.13)</td>
<td>1.04 (0.24)</td>
<td>0.24 (0.16)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sandnesfjord</td>
<td>0.33</td>
<td>0.37</td>
<td>-0.43 (0.11)</td>
<td>1.29 (0.27)</td>
<td>0.35 (0.14)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ønsødfjord</td>
<td>0.37</td>
<td>0.39</td>
<td>-0.28 (0.12)</td>
<td>1.35 (0.29)</td>
<td>0.40 (0.16)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kragerø</td>
<td>0.37</td>
<td>0.35</td>
<td>-0.27 (0.13)</td>
<td>0.93 (0.21)</td>
<td>0.31 (0.14)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grenland</td>
<td>0.41</td>
<td>0.39</td>
<td>-0.50 (0.12)</td>
<td>2.75 (0.70)</td>
<td>0.98 (0.32)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tjøme</td>
<td>0.25</td>
<td>0.32</td>
<td>-0.25 (0.10)</td>
<td>1.82 (0.42)</td>
<td>0.42 (0.17)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Holmestrand</td>
<td>0.18</td>
<td>0.39</td>
<td>-0.33 (0.10)</td>
<td>2.00 (0.42)</td>
<td>0.46 (0.19)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oslofjord</td>
<td>0.33</td>
<td>0.34</td>
<td>-0.36 (0.12)</td>
<td>2.25 (0.61)</td>
<td>0.50 (0.23)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drøbak</td>
<td>0.24</td>
<td>0.51</td>
<td>-0.27 (0.10)</td>
<td>2.15 (0.46)</td>
<td>0.27 (0.17)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hvaler</td>
<td>0.29</td>
<td>0.41</td>
<td>0.19 (0.19)</td>
<td>0.69 (0.18)</td>
<td>0.07 (0.17)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** The variances in the observation errors for the 0-group ($\theta_2$) and the 1-group ($\theta_1$) were directly estimated from the relationship between the mean and the SE (Fig. 2).

### Table 2

Same as Table 1, but assuming a 50% higher variance of the observation errors of the 0-group.

<table>
<thead>
<tr>
<th>Fjord</th>
<th>$\theta_2$</th>
<th>$\theta_1$</th>
<th>$\alpha$</th>
<th>$\phi$</th>
<th>$\psi$</th>
<th>Period</th>
<th>$\sigma_0$</th>
<th>$\sigma_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topdalsfjord</td>
<td>0.51</td>
<td>0.44</td>
<td>-0.16 (0.18)</td>
<td>0.82 (0.22)</td>
<td>0.39 (0.17)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grimstad</td>
<td>0.57</td>
<td>0.38</td>
<td>-0.10 (0.19)</td>
<td>0.87 (0.27)</td>
<td>0.06 (0.19)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sandnesfjord</td>
<td>0.49</td>
<td>0.37</td>
<td>-0.30 (0.13)</td>
<td>1.13 (0.27)</td>
<td>0.29 (0.15)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ønsødfjord</td>
<td>0.55</td>
<td>0.39</td>
<td>-0.17 (0.14)</td>
<td>1.17 (0.29)</td>
<td>0.39 (0.18)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kragerø</td>
<td>0.55</td>
<td>0.35</td>
<td>-0.02 (0.21)</td>
<td>0.68 (0.2)</td>
<td>0.14 (0.17)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grenland</td>
<td>0.61</td>
<td>0.39</td>
<td>-0.46 (0.13)</td>
<td>2.54 (0.70)</td>
<td>0.92 (0.33)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tjøme</td>
<td>0.37</td>
<td>0.32</td>
<td>-0.20 (0.11)</td>
<td>1.70 (0.40)</td>
<td>0.42 (0.17)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Holmestrand</td>
<td>0.27</td>
<td>0.39</td>
<td>-0.30 (0.10)</td>
<td>1.91 (0.42)</td>
<td>0.45 (0.19)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oslofjord</td>
<td>0.49</td>
<td>0.34</td>
<td>-0.31 (0.13)</td>
<td>2.09 (0.61)</td>
<td>0.43 (0.23)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drøbak</td>
<td>0.36</td>
<td>0.51</td>
<td>-0.22 (0.10)</td>
<td>2.02 (0.46)</td>
<td>0.20 (0.18)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hvaler</td>
<td>0.43</td>
<td>0.41</td>
<td>0.52 (0.32)</td>
<td>0.54 (0.18)</td>
<td>0.00 (0.23)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3

Same as Table 1, but assuming a 50% lower variance of the observation errors of the 0-group.

<table>
<thead>
<tr>
<th>Fjord</th>
<th>$\theta_2$</th>
<th>$\theta_1$</th>
<th>$\alpha$</th>
<th>$\phi$</th>
<th>$\psi$</th>
<th>Period</th>
<th>$\sigma_0$</th>
<th>$\sigma_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topdalsfjord</td>
<td>0.17</td>
<td>0.44</td>
<td>-0.40 (0.11)</td>
<td>1.16 (0.22)</td>
<td>0.46 (0.16)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grimstad</td>
<td>0.19</td>
<td>0.38</td>
<td>-0.22 (0.11)</td>
<td>1.33 (0.24)</td>
<td>0.38 (0.15)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sandnesfjord</td>
<td>0.17</td>
<td>0.37</td>
<td>-0.49 (0.09)</td>
<td>1.45 (0.27)</td>
<td>0.40 (0.14)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ønsødfjord</td>
<td>0.19</td>
<td>0.39</td>
<td>-0.36 (0.10)</td>
<td>1.52 (0.29)</td>
<td>0.48 (0.16)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kragerø</td>
<td>0.19</td>
<td>0.35</td>
<td>-0.36 (0.11)</td>
<td>1.05 (0.21)</td>
<td>0.37 (0.14)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grenland</td>
<td>0.21</td>
<td>0.39</td>
<td>-0.53 (0.11)</td>
<td>2.94 (0.70)</td>
<td>1.02 (0.32)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tjøme</td>
<td>0.13</td>
<td>0.32</td>
<td>-0.30 (0.13)</td>
<td>1.95 (0.40)</td>
<td>0.41 (0.17)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Holmestrand</td>
<td>0.14</td>
<td>0.39</td>
<td>-0.34 (0.10)</td>
<td>2.04 (0.42)</td>
<td>0.60 (0.19)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oslofjord</td>
<td>0.17</td>
<td>0.34</td>
<td>-0.40 (0.11)</td>
<td>2.41 (0.61)</td>
<td>0.56 (0.23)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drøbak</td>
<td>0.12</td>
<td>0.51</td>
<td>-0.31 (0.10)</td>
<td>2.27 (0.46)</td>
<td>0.33 (0.17)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hvaler</td>
<td>0.15</td>
<td>0.41</td>
<td>-0.01 (0.24)</td>
<td>0.83 (0.18)</td>
<td>0.23 (0.15)</td>
<td>complete</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Dealing with zero catches and missing values

Subsequent to the estimation of $\theta_2$ and $\theta_1$, we averaged abundance of the 0-group and of the 1-group over all stations within each area. When a missing value occurred for a given year in a given station, we imputed the value using the prediction from a contingency table (a generalized linear model, GLM, with a station and a year effect, a log link, and a Poisson error; see McCullagh and Nelder 1989). The Spearman rank cor-
relations between predicted and observed were always >0.99. Further tests showed that predicted means were always very close to observed ones. Averaged series were then log transformed, and each average equal to zero was replaced by \( \log_e(0.125) \). The value of 0.125 was chosen because it is the lowest mean in all the surveys. (To test for robustness, we also estimated the different parameters excluding the values with zero catches: the differences were very small and never significant). After averaging, we obtained 11 time series of the 0-group and the 1-group (Fig. 3). Note how the log, 0-group at time \( t \) and the log, 1-group at time \( t + 1 \) displayed clear relationships within all the fjords (Fig. 4).

Checking for regulation and tests of robustness

According to theory, regulation in juvenile cod populations occurs if direct and delayed density-dependent processes, as measured by \( \alpha \) and \( \beta \), reduce the variability generated by stochastic factors, as measured by \( \psi \) and partly by \( \phi \). Thus, we consider regulation as "relative stabilization" (see also Introduction). To test for regulation and to check subsequently for the validity of the model's estimates, we quantified the variability in the 0-group and 1-group cod by the coefficient of variation (\( \text{CV} \), the standard deviation scaled by the mean, e.g., Pimm 1991, Sokal and Rohlf 1995). The \( \text{CV} \) is an invariant (scale free) measure of variability, and, therefore, well suited to compare relative variability among series (Hilborn and Mangel 1997). We computed the \( \text{CV} \) on the raw data of both groups in each area and used the ratio between the \( \text{CV} \) of the 1-group and the 0-group as our index of regulation: a ratio <1.0 implies that some degree of regulation oc-
curred. Using the cv allows us to make few assumptions and to work directly on raw data.

**Results**

*Direct density dependence*

We first estimated direct DDM (α) within the 0-group cod without considering delayed DDM (Eq. 2). Most of the areas displayed significant α within a range of 0.25–0.50 (Table 1). These values lead to moderate to strong direct DDM; α values of 0.50 or 0.25 imply that a 100-fold increase in the 0-group cod only results in a 10-fold or a 32-fold increase in the 1-group, respectively. Two areas, Grimstad and Hvaler, exhibited nonsignificant α. Thus, the strength of direct DDM appears specific to each fjord or population.

The ratio of the coefficient of variation of the 1-group and the 0-group is shown in Fig. 3. Except for Søndeledfjord (see Results: Delayed density dependence), the fjords displaying significant α had a cv-ratio <1.0, as predicted in the case of density-dependent regulation; whereas, the two areas displaying nonsignificant direct DDM (Grimstad and Hvaler) had a cv-ratio >1.0.

**Delayed density dependence**

Relaxing the assumption that only direct DDM occurs, we estimated both direct (α) and delayed DDM (β) (Eq. 6). Estimates of α did not vary significantly between the two models (Tables 1 and 4). Estimates of β were significantly positive for four of the five southwestern areas and for Grenland; whereas, estimates of β were significantly negative for three of the five northeastern areas (Table 4). Significantly positive estimates of β are likely to result from the presence of trends (see Materials and methods: Modeling delayed density-dependent mortality). The highly positive value for Grenland probably reflected the dramatic drop in abundance in the late 1960s; Fig. 3). Therefore, we estimated direct (α) and delayed DDM (β) on shorter series.

On these series, the covariances among observation errors, ρ, were no longer significant for any area; i.e., the assumption of independence among observation errors was now respected (Table 5). Estimates of β in the five southwestern areas and Grenland were no longer significantly positive, indicating that the effects of the trends were removed (Table 5). The β’s in these six
areas were not significantly different from zero; i.e., there was no evidence suggesting delayed DDM. In contrast, $b$s were significantly negative in four of the five northeastern areas (although nonsignificant, $b$ was also negative for Oslofjord). The estimates suggest that delayed DDM was especially strong in Tjørme, Holmestrand, and Drøbak.

Direct DDM estimates did not differ significantly when the model was run on shorter time series, except for Søndeledfjord. In this area, the estimate of $\alpha$ in the 1919–1939 period is equal to 0.5; whereas, it is zero in the 1945–1996 period. In contrast to all the other areas, this fjord displayed strong temporal heterogeneity, and the value of $\sim$0.30 estimated for the 1919–1996 period appears to represent a temporal average. This temporal heterogeneity may reflect the transition in average abundance seen in the series (Fig. 3), and may further explain why the ratio $\text{cv}(N_1)/\text{cv}(N_0)$ calculated across the 1919–1996 period was $>1.0$ (Fig. 5).

**Variability in the 0-group**

The variability in the 0-group cod ($\phi$) is estimated for the different areas by taking sampling errors into account (Tables 1–5). This corrected variability, $\phi$, reflects, among other things, stochastic variability in recruitment and/or in adult stock and fecundity. The level of $\phi$ differed among areas and appeared two times higher in the northeastern areas and Grenland than in the southwestern ones. The five southwestern areas displayed values $\sim$1.0 (being $\sim$50% of the mean of these time series); whereas, Grenland and the northeastern areas (except Hvaler) exhibited higher variability in the 0-group, with values $\geq$$2.0$ (more than 100% of the mean of these time series).

**Stochastic variability in postsettlement survival**

The stochastic variability in survival of the 1-group from the 0-group ($\psi$) was lower than the estimated variability in the 0-group (Table 1). For most of the areas, $\psi$ was between 0.2 and 0.5. In the five northeastern areas, $\psi$ represented $\sim$10–23% of the variability in the 0-group ($\phi$), but $\psi$ reached 30–40% in three of the five southwestern areas (Topdalsfjord, Søndeledfjord, and Kragerø) as well as in Grenland. These results showed that the stochastic variability in postsettlement survival was substantial in the southwestern areas, even after accounting for direct and delayed DDM.

**DISCUSSION**

**Density-dependent mortality (DDM)**

This study confirms the presence of density-dependent mortality within the juveniles of the Norwegian Skagerrak cod populations (Fromentin et al. 1997, Bjørnstad et al. 1999a, Stenseth et al. 1999). It also provides additional evidence of the importance of DDM processes in temperate demersal fish populations (Myers and Cadigan 1993a). Disregarding spatial heterogeneity (see Discussion: Local differences), the range of the values of direct DDM imply that a 100-fold increase in the 0-group cod would only result in a 10–30-fold increase in the 1-group. In addition, most of the northeastern areas displayed significant delayed DDM. Some of these estimates are $\geq$0.5; that is large if we assume that the average density-independent mortality for fish older than 1 yr is $\sim$0.4 in these populations (an estimation based on capture–recapture modeling; Julliard et al. 2001).

DDM estimates ($\alpha$ and $\beta$) might be underestimated because of the three months of delay between the date of the sampling (September or October) and the settlement of the young-of-the-year (May–July). The census survey of Tupper and Boutillier (1995a) on the Atlantic cod indicated that the postsettlement loss for the two months following the settlement ranged from 50% to near 100%, and Levin (1994) found a loss of $\sim$99% on temperate reef fish. During this period, cannibalism and competition occur (Tupper and Boutillier 1995a, b, Borg et al. 1997). Therefore, DDM within the 0-group is likely to be important. Bromley et al. (1997) have further shown that pelagic 0-groups of whiting, cod, and haddock species were able to eat large prey items, so that larger individuals could eat slower growing ones from the same year class. Both cannibalism and interspecific predation were thus substantial for the pelagic 0-group of several Gadoid species of the northern North Sea. This may lead to an additional source of DDM mortality within the 0-group, that we are not able to detect.

The detection of DDM might result from emigration of the 0-group in neighborhood areas and/or in deeper waters during big year-class events. However, emigra-
tion is unlikely to solely explain direct and delayed DDM, because Danielssen (1969) and Danielssen and Gjøsseter (1994) showed that these populations did not migrate much and appeared fjord specific. This conclusion was confirmed by Juliard et al. (2001) on the basis of a mark–recapture analysis. Another potential problem could result from density-dependent catchability, because of the aggregated distribution of juvenile stages, for instance. In that case, one assumption of our model would be violated, so that the detection of DDM processes could partially reflect changes in catchability. Such an hypothesis remains unlikely because (1) Bjørnstad et al. (1999a), using a model free approach at a regional scale, also demonstrated significant DDM in the Norwegian Skagerrak cod populations; and (2) the ratios of $\text{CV}(N_i) : \text{CV}(N_0)$, which were calculated independently from the model, were in agreement with our DDM estimates (see Discussion: Regional differences and habitats of juvenile cod). Therefore, we believe that the detection of DDM processes is mainly related to biotic interactions, such as competition and cannibalism.

**Variability in the 0-group and stochastic variability in survival**

The variability within the 0-group ($\phi$) was high in most of the areas. This probably reflects high fluctuations in the abundance of egg and fish larvae due to changes in environmental conditions and food availability (e.g., Cury and Roy 1989, Ellersten et al. 1989, Skreslet 1989, Cushing 1990, Dickson and Brander 1993, Ottersen and Sundby 1995, Sundby 1995). Note, however, that variability in the 0-group could also reflect fluctuations in spawning stock biomass, in fecundity, density dependence in reproduction (if it exists), as well as DDM in the 0-group during the three months following the settlement.

An interesting additional feature is the presence, in some areas, of substantial variability in density-independent mortality from the 0-group to the 1-group ($\psi$). This source of variation is usually neglected in research studies on exploited populations, such as cod, probably because of insufficiently long time series on juvenile stages. It is, however, of interest from an ecological point of view, because it points out that stochastic factors are not only important for egg and larval stages, as stated by the match–mismatch hypothesis (Cushing 1990), but also for juvenile stages.

The detection of strong DDM processes ($\alpha$ and $\beta$) and substantial stochastic postsettlement survival ($\psi$) suggest that the dynamics of the Norwegian Skagerrak cod is substantially affected by processes acting during juvenile stages. Therefore, variations in these populations could not be solely predicted from environmental data and larval surveys, as it is done for some northern fish populations. These findings are in agreement with the theoretical works of Mertz and Myers (1995) and Myers (1998). It would be of interest to investigate whether these conclusions might be generalized to other commercial fish stocks.

**Regulation in cod populations**

We used our model estimates and the ratios of $\text{CV}(N_i) : \text{CV}(N_0)$ to examine how much DDM processes have reduced the variability within the juvenile stages. The $\text{CV}(N_i) : \text{CV}(N_0)$ against estimates of $\alpha$ indicate that direct DDM reduces the subsequent variability from the 0-group to the 1-group; that is, direct DDM appears to “regulate” the populations. We also detected significant delayed DDM, which may reinforce this regulation. Stochastic variability in survival, in contrast, should increase variation in the 1-group. According to Eqs. 6 and 7, the abundance of cod follows a conditional log normal process, for which $\text{CV}(N_i) \approx \text{sd}(\log(N_i))$, as long as the CV is small (Johnson et al. 1994). Thus, according to the model (see the $4 \times 4$ matrix), $\text{CV}(N_i) \approx \sqrt{\phi}$ and $\text{CV}(N_0) \approx \sqrt{((1 + \alpha)^2 + \beta^2) \phi + \psi}$.

The theoretical ratio of $\text{CV}(N_i) : \text{CV}(N_0)$ can be thus expressed as:

$$\frac{\text{CV}(N_i)}{\text{CV}(N_0)} \approx \sqrt{\frac{(1 + \alpha)^2 + \beta^2 + \psi}{\phi}}.$$

The $\text{CV}(N_i) : \text{CV}(N_0)$ should here decrease as a function of the magnitude of the DDM processes, as measured by $\alpha$ and $\beta$ (according to a quadratic function), and increase as a function of survival stochasticity $\psi$ (scaled by the initial variability, $\phi$). To understand the dynamical consequences of different degrees of DDM.

![Fig. 6. Plot of the $\text{CV}(N_i) : \text{CV}(N_0)$ ratio calculated on raw data plotted against the magnitude of DDM and stochastic parameters estimated in Table 5. $\beta$ is squared in the formula, so that the information related to the sign disappears. We need, however, to take the sign into account because only negative values of $\beta$ lead to regulation (positive $\beta$’s on the contrary, increase the variability). Note that the expression $(1 + \alpha)^2$ automatically takes the sign of $\alpha$ into account, so that we do not need further rectification. The abscissa is, therefore, given by $\sqrt{1 + \alpha} + \text{sign}(\beta) \beta^2 + \psi / \phi$. The line of the linear regression is superimposed ($P = 0.0016$, $r^2 = 0.68$).](image-url)
and stochastic processes, we investigated the function linking the degree of relative regulation, as measured on the raw data by $\text{CV}(N_i)\cdot \text{CV}(N_o)$, and the magnitude of the estimates $\alpha$, $\beta$, $\delta$, and $\phi$. There is a fairly good linear relationship between the degree of regulation and the amplitude of the model estimates ($P = 0.0016$, $r^2 = 0.68$; Fig. 6). The regulation of these coastal populations appears not only as a function of the strength of the direct and delayed DDM processes, but also as an interaction between DDM processes and stochastic factors. For instance, the Grenland area exhibited strong direct DDM ($\alpha$), but a rather low degree of regulation because of a high stochastic variability in post-settlement survival ($\psi$).

Using a combined modeling and estimation framework applied to long-term survey data on cod, we are thus able to quantify the relative importance of DDM and stochastic forces on the cod dynamics. The cod populations along the Norwegian Skagerrak coast constitute an interesting case study, because they span the range between areas where density dependence is strong enough to lead to regulation, and where stochastic processes are sufficiently strong to lead to increase in variability. The influence of stochastic variability is rarely considered explicitly in studies of density-dependent regulation, both in marine and terrestrial fields. We show, here, a case study where stochastic variations can, in some cases, neutralize the regulative effects of DDM.

**Local differences**

Most of the estimated parameters exhibited local differences. Hvaler and Grenland are the two locations that stand out the most. Hvaler is the most exposed area to the open sea and is also located at the mouth of the main river of the Norwegian Skagerrak coast, the Glomma. The water flow of the Glomma River more than doubles that of the second largest river along this coast, and it represents 60% and 70% of the total output of nitrogen and phosphorus from the Norwegian Skagerrak rivers. The Glomma River probably increases marine production locally, especially the planktonic food web. The very low level of DDM, the low variability in density-independent processes, and the high average abundance of the 0-group (the highest after Grimstad) and the 1-group (the highest) may indicate that food limitation is poorer in Hvaler.

The case of Grenland is different. Since 1950, this area has been subjected to heavy pollutant discharges coming directly from local industry. This pollution affected the entire local fish community and was probably the origin of the dramatic drop in the cod abundance during the late 1960s (Johannessen and Sollie 1994). The cod population in Grenland was characterized by strong direct DDM, no delayed DDM, very high variability in the 0-group, and the highest level of stochastic variability in survival. This population appears to be the most strongly influenced by stochastic processes. Pollution, thus, seems to disrupt the dynamics of the population.

**Regional differences and habitats of juvenile cod**

Besides local differences, there is evidence of regional differences. The southwestern and Grenland populations were mainly characterized by moderate to strong direct DDM, no delayed DDM, moderate variability in the 0-group (except for Grenland), and substantial stochastic variability in survival. Thus, we postulate that the year class strength results from stochastic planktonic survival of the fish eggs and larvae, and postsettlement competition among the young-of-the-year (the latter being possibly related to space and/or food limitation; see Caley et al. 1996, Hayes et al. 1996, and next paragraph). The northeastern populations (except Hvaler) exhibited moderate to strong direct DDM, strong delayed DDM, high variability in the 0-group, but low stochastic variability in survival. Hence, stochastic planktonic survival was probably more acute than for the southwestern areas. However, there was also a stronger impact of DDM processes on the dynamics of these populations, possibly because of (1) postsettlement competition within the 0-group, as for the southwestern areas; and (2) cannibalism from the 1-group on the 0-group (Bogstad et al. 1994), as indicated by the high delayed DDM.

Differences in the bottom flora may explain these regional differences between the northeast and the southwest of the Norwegian Skagerrak coast. Seagrass beds and kelp are known to offer shelter for juvenile cod (Keats et al. 1987, Noreide and Fossa 1992). Predation and cannibalism on the 0-group cod has been related to the quality and the quantity of shelters (Gjøsæter 1988, Tupper and Boutilier 1995a, b, Borg et al. 1997). As abundance, diversity, and vertical distribution of macroalgae are lower in the northeastern areas than in the southwestern ones (Fig. 1), shelter for the 0-group may be better in the southwest. This may explain why the juvenile cod populations in the northeastern areas (except Hvaler) display stronger DDM.

The abundance of kelp and other algae may also influence food availability for the 0- and 1-group cod. Abundance and species richness of mobile invertebrates, which were found in abundance in the stomachs of the 0-group cod (Fjøsne and Gjøsæter 1996), were related to the volume and the nature of the macroalgae (Christie 1995, 1997). The southwestern areas display a higher number of species of both faunal and floral epiphytes on kelp (Moy et al. 1997). Thus, more prey and a higher complexity of feeding grounds are likely to be found in these areas. This may also explain some of the regional differences in DDM strength.

Without in situ observations and experiments, we must remain cautious with conclusions about the origins of the regional differences in the components of the dynamics of the Norwegian Skagerrak cod populations. It is, however, of interest to note that the re-
gional patterns in habitat of juvenile cod correlate with the regional differences in the DDM and stochastic parameters.

Thus, we are starting to understand how stochastic and regulatory mechanisms affect the dynamics of the Norwegian Skagerrak cod populations in relation to their local and regional environments. Bjørnstad et al. (1999b) further found that delayed DDM can resonate the recruitment variability, so that long-term trends are induced. Quantifying stochastic and regulatory forces is not only important to understanding how regulation may or may not happen, but also to understanding how long-term fluctuations may, in some cases, arise.
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