
IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 44, NO. 10, OCTOBER 2006 2769

Impact on Sea Surface Salinity Retrieval of Different
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Abstract—Aiming to provide sea surface salinity (SSS) maps
with a spatiotemporal averaged accuracy of 0.1 psu (practical
salinity units), the Soil Moisture and Ocean Salinity (SMOS) com-
munity is increasingly focusing on the determination of a robust
inversion scheme to enable SSS retrieval from L-band brightness
temperature data. In the framework of the Synergetic Aspects and
Auxiliary Data Concepts for Sea Surface Salinity Measurements
from Space project, efforts have been oriented toward a quantita-
tive analysis of SSS retrieval using different auxiliary data sets.
This paper aims to contribute to the assessment of the SMOS
salinity retrieval error budget in view of the upcoming SMOS
mission ground segment development. Aiming to do that, different
models and auxiliary data to simulate and invert the brightness
temperature data have been used. An estimation of the different
auxiliary parameters’ influence has been performed to quantita-
tively predict at what extent it is reasonable to expect to retrieve
salinity once the brightness temperatures are directly measured by
the sensor. Statistical distributions of the spatiotemporal averaged
errors are provided.

Index Terms—Auxiliary data, microwave radiometry, sea
salinity, spatiotemporal averaging.

I. INTRODUCTION

A CCURATE knowledge of atmospheric and oceanographic
processes is crucial for an adequate understanding of the

climate system. Within this framework, data collection of ocean
salinity fields would arguably have the single most revolution-
ary impact on the knowledge of conditions that influence global
ocean circulation and thus climate [1]. The European Space
Agency (ESA) Soil Moisture and Ocean Salinity (SMOS)
mission [2] is based on the Microwave Imaging Radiometer
by Aperture Synthesis (MIRAS) instrument concept: an L-
band two-dimensional (2-D) synthetic aperture radiometer with
multiangular and dual-polarimetric/full-polarimetric (dual-pol/
full-pol) imaging capabilities.

Despite the nearly optimal conditions to retrieve salinity
from L-band microwave radiometry [3], the sea surface salin-
ity (SSS) signature on brightness temperature (TB) is still
fairly small. Hence, efforts are required to achieve excellent
instrument performance and calibration, as well as an optimum
definition of the geophysical parameter retrieval scheme. In-
deed, the development of a robust and suitable inversion pro-
cedure is a challenging key issue for the SMOS community. In
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this framework, the main geophysical parameters affecting the
brightness temperature variation, and thus having an impact on
the SSS retrieval, are sea surface temperature (SST) and wind
speed (U10), the latter being a primary sea-state descriptor.
Uncertainties in such required auxiliary parameters may induce
errors themselves in the retrieval procedure, hampering reliable
salinity estimations.

Within the ESA’s Synergetic Aspects and Auxiliary Data
Concepts for Sea Surface Salinity Measurements from Space
project [4], the evaluation of SSS retrieval uncertainties associ-
ated to the use of several different auxiliary data sets has been
performed, either concerning SST or wind speed.

This paper is a contribution toward the challenging com-
putation of the SMOS salinity retrieval error budget, which
deals with geophysical model functions and retrieval algorithms
issues using different auxiliary data sets. Instrumental and
other geophysical noise correction sources (mainly atmospheric
effects, Sun glint, and Faraday rotation) have been neglected.

In view of the upcoming SMOS mission ground segment
development, this paper is meant to approach a quasi-realistic
after-launch salinity retrieval setup. Aiming to do this, different
models and auxiliary data to simulate and invert the brightness
temperature data were used. The analysis of different auxiliary
parameters’ influence was performed to quantitatively predict
at what extent it is reasonable to expect to retrieve salinity once
the brightness temperatures are only directly measured by the
MIRAS instrument and no longer generated via simulations.
Moreover, an item-by-item error source analysis has been done
to split the different contributions to the final SSS accuracy
error. Spatiotemporal averaged SSS root mean square (rms)
accuracy error and bias in a representative area of the North
Atlantic Ocean were provided for the different cases studied.

II. METHODOLOGY

A. SMOS Characteristics

SMOS single payload, i.e., MIRAS, is a novel radiometer
concept that makes use of 2-D aperture synthesis interferom-
etry at L-band to measure the brightness temperatures at two
orthogonal polarizations within a wide field of view (FOV) and
without any mechanical antenna movement.

MIRAS embodies 69 small receiving antennas uniformly
arranged in a Y-shaped array, each of the arms having 21
antennas plus two redundant ones. The total arm length is about
4.5 m, and the instrument’s angular resolution is approximately
2◦. The interferometric radiometer synthesizes a full image
from the cross correlation of simultaneous measurements of the
single antenna elements. A snapshot of brightness temperature
map of the FOV is obtained every 1.2 s (integration time for
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Fig. 1. Mid-Atlantic test zone of 10◦ width (longitude 35◦ W−25◦ W,
latitude 40◦ N−50◦ N).

each polarization) [2]. Due the noncompliance of a Nyquist
criterion in the Fourier imaging process, the reconstructed
images present aliasing, and the instrument alias-free FOV has a
kind of distorted hexagonal shape [5]. In a series of consecutive
snapshots, each pixel is observed under different incidence
angles, covering at most the range 0◦–65◦, with varying spatial
resolution (from 30–60 km). Radiometric accuracy and sen-
sitivity also depend on the position of the pixel in the FOV
[6, Fig. 2(b)].

Mission requirements for a 2◦ × 2◦ spatial resolution box
after averaging in a ten-day period or for a 1◦ × 1◦ box after
averaging in a 30-day period are specified to achieve the Global
Ocean Data Assimilation Experiment (GODAE) requirement: a
challenging 0.1-psu (practical salinity units) accuracy [17].

B. Auxiliary Data and Generated TB Features

To evaluate the impact on the retrieved SSS of different aux-
iliary data, a representative mid-Atlantic test zone (longitude
35◦ W−25◦ W, latitude 40◦ N−50◦ N) was chosen (Fig. 1).
In this area, there is a small salinity gradient, but a strong wind
variability, whose effect on the retrieved SSS was the main issue
under study.

Following the recommendations of the other work packages
of the project, the selected auxiliary multisource data were the
following1: 1) blended QuikSCAT/National Center for Environ-
mental Predictions (NCEP) wind product; 2) European Centre
for Medium-Range Weather Forecast (ECMWF) wind product;
3) mean wind field (MWF) QuikSCAT satellite wind product,
which were all used as sea surface roughness information
(considered as the primary sea-state descriptor); 4) Centre de
Météorologie Spatiale (CMS) SST product; 5) NCEP Reynolds
SST product; and besides 6) the World Ocean Atlas (WOA)
2001 climatologic SSS field.

1Data provided by the Institut Français de Recherche pour l’Exploitation de
la Mer (IFREMER).

TABLE I
AUXILIARY DATA STATISTICS

The auxiliary blended QuikSCAT/NCEP wind product
would be a suitable auxiliary wind parameter for SMOS since it
combines numerical weather center products (always available
four times a day and close in time to SMOS measurements)
with satellite scatterometer data, which inject into the auxiliary
product the high wavenumber scales wind energy missing in
the numerical product. To analyze the impact of using such
consolidated product compared with either numerical weather
products alone or scatterometer data alone, the ECMWF prod-
uct and the daily MWF QuikSCAT product were provided as
additional wind auxiliary data.

The use of the analyzed and consolidated GODAE high-
resolution SST pilot project (GHRSST-PP) type of SST data
was recommended for the SMOS Level 2 (L2) processor
[4, WP1200]. However, such data are not yet available oper-
ationally. Consequently, the analyzed CMS SST product from
the Satellite Application Facility/Ocean and Sea Ice (SAF/OSI)
was provided since it exhibits strong similarities with the fu-
ture analyzed GHRSST-PP. An additional and more traditional
product, i.e., the weekly NCEP Reynolds SST, was furnished
for comparison. Finally, the WOA 2001 monthly climatologic
SSS field was used as salinity input in the selected area. Such
field exhibits very little variations (standard deviation of the
order of 0.2 psu) with a mean value of 35.7 psu: this shall
help in identifying the impact of only auxiliary SST and wind
data on the retrieval accuracy. Table I sketches how wind fields
present different mean values (their histograms being somewhat
shifted among each other) with large standard deviations. Both
characteristics will affect the retrieved SSS accuracy, as will be
discussed in the following sections [4, WP1400].

Simulated daily brightness temperatures were generated by
IFREMER, corresponding to the whole month of January 2003,
each time the SMOS instantaneous FOV intersected the region
of interest (ROI). Level 1C (geocoded) simulated brightness
temperatures were provided for both satellite ascending and
descending passes. Time sampling of data along the orbit was
set to 1.2 s. Each time an FOV crossed the selected zone, the
“Icosahedron Snyder Equal Area hexagonal grid of aperture 4
and resolution 9” (ISEA4H9) grid nodes in the intersection
domain were detected, and the auxiliary data closest in time
were spatially resampled. From the SMOS observation geom-
etry (incidence and azimuth angles) and the collected auxiliary
data sets, the corresponding brightness temperature fields at
horizontal and vertical polarizations were computed by means
of a direct model. These calculations were performed using
the aforementioned blended QuikSCAT wind product, together
with CMS SAF/OSI and WOA SSS climatologic field as
geophysical inputs within the small-scale approximation [8]
direct model for the effect of sea surface roughness on L-band
emission.
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C. Retrieval Algorithm Features

In this SSS retrieval study, several assumptions have been
made concerning the sources of geophysical noise. Faraday
rotation was considered to be perfectly known, as well as any
atmospheric correction (for a detailed computation of these
effects see [9]), being the estimation of such terms out of the
scope of this paper, which focuses on the geophysical salinity
error budget. Moreover, a perfect sea water dielectric constant
model from Klein and Swift [10] was used.

Retrieved SSS variability with respect to different auxiliary
parameters was investigated, taking into account the particular
SMOS configuration, minimizing the following cost function
by means of the Levenberg–Marquardt iterative numerical al-
gorithm [11]:
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where Nobs is the number of measurements
acquired at the same location in a satellite overpass,
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Full-pol/Dual-pol is the error covariance matrix
that depends on the SMOS operation mode, the reference
frame, and the pixel position in the FOV [6]. In turn,
Fmodel/data(θn, �P ) is a vector that contains the modeled
and measured observables, and its structure depends on
the formulation of the retrieval problem. In this paper, the
following two formulations are considered:

• F (θn, �P ) = [Thh(θn, �P ), Tvv(θn, �P )]T , if the problem is
formulated in terms of the brightness temperatures in the
Earth’s reference frame;

• F (θn, �P )=[I(θn, �P )]T =[Thh(θn, �P ) + Tvv(θn, �P )]T =
[Txx(θn, �P ) + Tyy(θn, �P )]T , if the problem is formulated
in terms of the first Stokes parameter.

In the first case, to avoid the singularities that appear in the
transformation from the antenna to the Earth’s reference frame,
the MIRAS full-pol mode has been assumed [12]. In the second
case, since the first Stokes parameter I can be computed in
either the antenna or the Earth’s reference frame, the MIRAS
dual-pol mode has been assumed since the radiometric noise is
lower and to avoid the singularities [6].

In this paper, a restricted version of (1) has been considered,
adding further constraints to the minimization algorithm, i.e.,
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Retrieved SSS estimation is no longer constrained only by
searching ranges, but a variable reference value was provided
for each parameter, which is weighted by the standard devi-
ation (σAux) of the corresponding auxiliary field (SSS, SST,
and U10).

The main inversion methodology features are the following.

• Multiparameter retrieval: SSS and both SST and U10 were
retrieved at once, being adjusted around some reference
values to minimize the error.

• Upper and lower boundaries: Physically based “first
guess” searching limits are selected, forcing the solu-
tion within the chosen ranges. Ranges considered are
25–40 psu for the salinity, 0 ◦C to 20 ◦C for SST, and
0 to 20 m/s for wind speed.

• Auxiliary data standard deviation: A priori knowledge of
the calculated standard deviation of each auxiliary data
set used in the optimization procedure to suggest the
solution once the variability of the auxiliary data is known
(Table I). Taking into account that the measurements are
neither simultaneous in time nor collocated in space, the
chosen metric has been using the spatial variability of the
wind field instead of the standard deviation of the error
associated with each individual measurement.

• Ten Monte Carlo (MC) simulations of each scenario were
performed to estimate another standard deviation, asso-
ciated with the retrieval at pixel level in the swath, to
derive some optimum weights (1/σ) to properly perform
the temporal averaging.

• MIRAS operation mode: Full-pol or dual-pol. SSS retrieval
can be performed either in full-pol mode using Thh and
Tvv or using the first Stokes parameter (I = Thh + Tvv =
Txx + Tyy) in dual-pol mode to optimize the noise.

• Forward/inverse model: Linear fit to the brightness tem-
perature dependence with wind speed from Hollinger [13]
is used in the inversion model, on the contrary to the
small slope approximation (SSA) method used to generate
the brightness temperatures, to stress the fact that the
geophysical function will never be perfectly known.

Even if reasonably similar, the brightness temperature sensi-
tivity to wind speed computed with the SSA method and from
the linear fit to Hollinger measurements still presents some
discrepancies [4, WP1400].

The whole month of simulated TB was analyzed using dif-
ferent combinations of auxiliary data to stress the impact on
the retrieved salinity of the different geophysical inputs. The
differences with respect to SST or U10 are then evaluated.

An assessed retrieval configuration was achieved in two
subsequent steps. The first attempt dealt with the restricted
version of the cost function described above (2). Nevertheless,
simulation results showed that such restrictions in the cost
function were too constraining. The retrieved salinity values
had a mean value equal to the mean reference value and a
standard deviation equal to the variability associated to the
input SSS field, thus jeopardizing the attempt to study the SSS
sensitivity to the different auxiliary data. Other simulations
were performed, either enlarging the climatologic SSS rms
value or adding a fake bias, to confirm the previous conclusions.

Analyzing such results, a second satisfactory approach was
later identified, in which the SSS was left as a completely
free parameter despite of leaving restrictions on SST and U10.
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Fig. 2. (a) Salinity single-overpass error maps for different configurations in dual-pol mode using I . (b) Number of points used in the retrieval procedure. Both
for an ascending pass and corresponding to January 29, 2003.

Fig. 3. (a) Salinity single-overpass error maps for different configurations in full-pol mode using Thh and Tvv. (b) Number of points used in the retrieval
procedure. Both for an ascending pass and corresponding to January 22, 2003.

Furthermore, simulations have been done as well without any
constraint except for the upper and lower boundaries (1) as
previously done in [14] and [15].

III. SALINITY RETRIEVAL

A. Single Overpass

As mentioned before, the first version of the algorithm (with
restrictions on SSS, SST, and U10) hampered the analysis of
the retrieved variation due to different auxiliary data. In the
second approach, simulations have been performed for four
different auxiliary data couples, the two instrument operation
modes (full-pol and dual-pol) and separated satellite passes
(ascending and descending), resulting in 16 monthly data sets
to be processed. The track separation was needed: 1) since SST
gradients may be different at 6 A.M. and at 6 P.M. and 2) to
avoid averaging pixels imaged in a different position within
the swath in the two satellite passes. Yet, other simulations
were carried out without considering any reference value, i.e.,
no auxiliary parameters were introduced in the minimization
procedure, which converged without any constraints.

Four different configurations were identified, which aim
at stressing the variability, first, with respect to auxiliary
wind (blended wind, ECMWF, and QuikSCAT), keeping con-
stant SST, and, second, with respect to a different SST field
(Reynolds), assuming default blended wind.

Fig. 2(a) shows error maps (difference between the original
and retrieved salinities) corresponding to different configura-
tions using the first Stokes parameter measured in dual-pol
mode for an ascending pass corresponding to January 29. The
visibility of satellite’s swath is clearly seen, as well as the SSS
error variability with respect to the different auxiliary data.
Fig. 2(b) plots the corresponding number of times each pixel
is imaged [Nobs in (1) and (2)].

Fig. 3(a) and (b), in turn, is related to a different day
(January 22) and to full-pol mode. Again, SSS errors at pixel
level are the representative values of single-overpass salinity
retrieval. This example was selected to underline how in some
days the satellite covered only partially the ROI, with pixels
being imaged only very few times. This implied very noisy
measurements, leading to the need of a weighted mean to
properly perform the temporal averaging.

B. Temporal Averaging

To develop preliminary concepts for processing the auxiliary
data in preparation of SMOS L2 ground segment implementa-
tion, spatiotemporal averaging has been approached as follows.
Concerning the temporal averaging, the aforementioned SSS
errors (single overpass) have been averaged at the pixel level
along the whole month. However, provided the huge day-to-day
variability of these errors due to the different pixel positions
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Fig. 4. (a) Monthly SSS weighted error histogram with ROI bias and rms accuracy referring to blend/CMS configuration in dual-pol mode. (b) Monthly SSS
weighted error histogram with ROI bias and rms accuracy referring to ECMWF/CMS configuration in dual-pol mode.

within the FOV (distance to the satellite’s ground track), a
weighted mean was needed. Such weights were computed
as the inverse of the standard deviations calculated from the
different realizations of each pixel (ten MC realizations). Thus,
each single-pixel retrieval value was used to obtain the weights
for an adequate evaluation of the monthly error at pixel level.
These weights are dependent on the cross-track distance and
could be used in the operational processor. Pixels with retrieved
SSS error farther away than ±2.5 psu from the most probable
value were discarded as wrong and not averaged. Afterward,
an overall mean and rms at ROI level allowed computing
the expected bias and rms accuracy of each time-analyzed
configuration.

Fig. 4(a) shows the histogram of the weighted errors within
the ROI for the blend/CMS (cf. auxiliary data listed in the
previous section) configuration in the ascending passes. The
monthly expected bias and the rms accuracy were underlined,
the latter taken as retrieval goodness index in this paper. This
bias, being quite homogeneous in the whole ROI, could be
potentially compensated for by means of an external calibration
using moored buoys or drifters as proposed in [15].

In turn, Fig. 4(b) refers to the same procedure, but using
a different wind auxiliary data set from ECMWF. As it can
be seen, this configuration exhibits quite different values for
the expected bias and the rms accuracy from the previous one;
both the bias and the standard deviation are worse than in the
previous configuration.

It has to be stressed, however, that the blend/CMS configu-
ration represents the ideal case, being the default auxiliary data
used in the brightness temperatures generation with the SSA
direct model, and all the retrievals obtained using other data
combinations are supposed to be worse. On the other hand,
one of the goals of the study was to quantitatively check how
good this retrieval could be considering that different models
to generate and invert the data (more realistic case) are used.
Furthermore, taking the default configuration as a baseline, the
study focused on the evaluation of the worsening of retrieval
accuracy once different auxiliary data set are considered. Ad-
dressing SSS retrieval using other than default auxiliary data
is an attempt to quantify the error accuracy to be realistically
expected, at least concerning scene-related issues (apart from
other geophysical noise contributions).

C. Spatial Averaging

Once the temporal averaging has been studied for different
configurations, a spatial averaging is conducted in 1◦ × 1◦ and
2◦ × 2◦ boxes, being identified as acceptable spatial resolution
[7]. Single-pixel monthly weighted errors coming from tempo-
ral processing have been sorted according to their geographic
locations within the ROI and then averaged in single boxes.

Table II summarizes the results gathered so far for each
configuration. Several considerations arise from the results
shown in the table. As expected, concerning the auxiliary wind
impact, ECMWF and QuikSCAT winds turned out to be worse
than blended wind product (default wind used in brightness
temperature generation). Nevertheless, quantitative degradation
(i.e., SSS sensitivity to auxiliary wind) with respect to the
baseline configuration has been provided.

Concerning the impact of the auxiliary SST, a minimum
effect is encountered comparing the results using the Reynolds
field and the default CMS field. One possible reason is that
the rms values considered in the algorithm restrictions for
both fields are really close. Furthermore, TB exhibits a low
sensitivity with respect to SST around 35 psu [14].

The use of Thh and Tvv measured in full-pol mode provides a
slightly better rms accuracy but a slightly worse bias than using
the first Stokes parameter measured as I = Txx + Tyy in dual-
pol mode.

Concerning the unrestricted retrieval algorithm version (no
reference values), the use of I measured in dual-pol mode
provides a lower bias even if, as expected, the rms error is
larger. Regarding the last consideration, a possible suggestion
to correct for the bias encountered in the restricted configura-
tions might be to perform the retrieval first with an unrestricted
configuration and with the first Stokes parameter (lower bias),
then moving to the restricted (with respect to SST and U10)
version to obtain better SSS retrieval accuracy performances,
and then matching the mean values.

Concerning spatiotemporal SSS rms accuracy, as it can
be appreciated, the bias is obviously the same, but the rms
accuracy has not decreased as expected, taking into account
the number of available observations. The expected reduction
is not seen since the retrieval often presented errors in the
form of patches, which reduced the efficiency of the averaging
procedure.
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TABLE II
MONTHLY AVERAGED BIAS AND SPATIOTEMPORAL RETRIEVED SSS RMS ACCURACY FOR THE DIFFERENT CONFIGURATIONS

(IN BOLD: SMALLEST SSS ERROR; IN ITALIC: CONFIGURATIONS SATISFYING GODAE REQUIREMENTS)

TABLE III
PROGRESSIVE ERROR SOURCE IDENTIFICATION SCHEME

IV. IDENTIFICATION OF RETRIEVAL ERROR SOURCES

Having the overall spatiotemporal retrieved SSS variability
scheme at our disposal, it is interesting to quantitatively and
singularly identify the different sources of SSS bias and rms
accuracy error. The aim is to distinguish between the variability
associated with different auxiliary data (main issue addressed in
this paper) from the additional different contributions involved
in the inversion procedure itself.

A master retrieval scenario referring to the ascending passes
in dual-pol mode and using the first Stokes parameter was
selected, where the possible additional error sources where
binned into radiometric noise, direct/inverse model differ-
ence, uncertainties on auxiliary data, and auxiliary wind/SST
difference.

As a first approach, auxiliary data difference was not consid-
ered since salinity, temperature, and wind fields were consid-
ered constant in the whole ROI (35 psu, 15 ◦C, and 10 m/s), both
to generate brightness temperatures (via the Hollinger model)
and to restrict the cost function.

Table III summarizes the simulation plan conceived with the
purpose of generating a sequence of simulations with an in-
creasing complexity to furnish a tool to quantify the multisource
error contributions in the results obtained so far.

The simplest simulation case to test the reliability of the
iterative method did not embody any of the aforementioned
potential error sources: there was no radiometric noise, and a

Hollinger linear model was used both for generating TB and for
inverting data (direct and inverse model), while reference points
in the cost function restrictions (actually a varying value with
the corresponding uncertainties) were supposed to be known
exactly (type 1). As expected, in such ideal conditions, SSS
retrieval was perfect, only limited by numerical roundoff errors,
confirming the robustness of the method.

The second step, labeled as type 2, consisted of adding only
the expected radiometric noise. At boresight, the considered
noise was 2.36 K, with a degradation factor toward the swath
edges, which is a function of the so-called “obliquity factor”
and the antenna radiation patterns. The corresponding results
exhibit good retrieval, with the expected worsening toward the
edges of the swath due to the larger noise and reduced number
of observations.

Subsequent simulations were devoted to the understanding
of the magnitude of the auxiliary data uncertainties (type 3).
Again, radiometric noise was absent, and direct/inverse models
were the same; but the restrictions in the reference points in the
cost function are now supposed to be known with some degree
of uncertainty, namely the a priori considered rms of the default
wind and SST fields. The temporal averaged results shown
hereafter emphasize how this configuration is not responsible
for bias introduction in SSS retrieval, while it already con-
tributes with a monthly rms SSS error of 0.293 psu [Fig. 5(a)].
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Fig. 5. (a) Monthly SSS weighted error histogram with ROI bias and rms accuracy referring to type 3 configuration in dual-pol mode. (b) Monthly SSS weighted
error histogram with ROI bias and rms accuracy referring to type 4 configuration in dual-pol mode.

TABLE IV
QUANTITATIVE ERROR CONTRIBUTION

Keeping in mind the increasing degree of complexity to
gradually approach the overall setup used in this paper, the
difference between direct and inverse models was then added to
the previous configuration (type 4). In this case, auxiliary data
are no longer the constant fields used until now in this section,
but the default blended wind product and CMS temperature.
Fig. 5(b) illustrates the monthly averaged results for this case.

Table IV compares the spatiotemporal averaged results
through type 1 to type 6 cases. It is useful to recall that the
first one is the ideal case, while the second one evaluates the
presence of radiometric noise. Type 3 underlines the reference
point uncertainty effect; type 4 emphasizes the model difference
impact, and finally; type 5 is the already known blend/CMS
default configuration (cf. Section III). Two examples of type 6
different auxiliary data configuration are listed as well.

Comparing type 4 and type 5 configurations, the bias appears
slightly higher (−1.345 psu) in the first one, whereas the
rms accuracy is slightly better (0.355 psu) in time-averaged
results but moderately worse in the space-averaged retrievals,
indicating that, as compared with other error sources, the
radiometric noise does not affect results heavily. The type
6 case, as reported in Table IV, refers to the auxiliary data
difference effect, whose magnitude on SSS was already the
matter of study throughout this paper. As mentioned in the
previous sections, if one refers to type 6 data as a “real-
istic” retrieval case and assuming that the different contri-
butions are independent, it is now possible to unwrap the
overall SSS error coming from different sources. For in-
stance, considering ECMWF monthly accuracy and 1◦ × 1◦
spatial averaging, ∼2% of the final squared error lies in the ra-

diometric noise, an additional ∼3% is related to reference point
variability, an extra ∼7% is due to the model difference, while
the remaining ∼88% is associated to auxiliary data uncertainty.
In the case of QuikSCAT, the degradation effect due to auxiliary
data difference is ∼92% of the total squared error.

It has to be stressed, however, that part of the SSS additional
error coming from the last step might be related to unacceptable
original/auxiliary wind difference as well. Fig. 6(a) depicts an
example of absolute difference between wind used in the TB

generation (default blended QSCAT/NCEP) and auxiliary wind
used in the minimization procedure (in this case, ECMWF).
Such difference can be very high and induce strong discrep-
ancies between the original and the retrieved SSS, according to
geographical zone.

The corresponding SSS errors are shown in Fig. 6(b), which
referred to ascending pass in dual-pol mode. Note that SSS
exhibits remarkable errors in correspondence of the ROI zone
characterized for high original/auxiliary wind difference.

In summary, the influence of each parameter has been stud-
ied starting from an ideal simulation, adding then separately
radiometric noise and uncertainties on auxiliary data, respec-
tively. Hence, considering the latter one as always present, the
effect of having different models has been investigated. Finally,
the progressive impact to SSS bias and rms error has been
quantified, performing a proper identification of the different
error contributions.

Once it is clear that bias encountered in the retrieved salinity
lies mostly in the use of a different model for inverting data,
a further attempt was made substituting the Hollinger linear
fit used in the study with a different empirical model, namely
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Fig. 6. (a) Absolute difference (in meters per second) between blended QSCAT/NCEP and ECMWF auxiliary winds for January 26. (b) Corresponding retrieved
SSS errors for January 26, ascending pass, dual-pol, and ECMWF auxiliary data.

Fig. 7. Monthly SSS weighted error histogram with ROI bias and rms
accuracy using WISE model in dual-pol mode.

the WISE 2001 [16] one. Results are shown in Fig. 7. Bias
has been drastically reduced (from −1.267 psu using the linear
fit to Hollinger model to −0.497 psu using the WISE 2001
model), indicating that obtaining a good forward model for the
roughness effect on sea surface emissivity is a key issue that
deserves the maximum attention and effort.

V. CONCLUSION

The aim of this paper was twofold.
1) To analyze the impact of the use of different auxiliary data

sets in the retrieval process, quantifying the sensitivity
to the auxiliary fields, and to check the quality of the
achievable results using different brightness temperature
models to generate/invert the data.

2) To identify the different SSS accuracy contributions
through an item-by-item error source selection that is
meant to distinguish between the auxiliary data impact
and the additional contributions involved in the inversion
procedure itself.

The use of Thh and Tvv measured in full-pol mode has been
shown to provide a slightly better rms SSS error by a varying
factor, mostly ranging from 1.1 to 1.2, but a slightly worse bias
than using the first Stokes parameter measured as I = Txx +
Tyy in dual-pol mode.

The main conclusions can be summarized as follows.

• SSS retrieval in one overpass: RMS SSS error is typically
around 1 psu (varying depending on the auxiliary data
used), increasing up to 4 psu or more at swath edges, which
is in agreement with [14], [17], and [18]. A bias appears
in the measurements and must be corrected for by using
ground-truth data (e.g., buoys or drifters).

• Temporal averaged retrieved SSS: Monthly temporal aver-
aging at pixel level provides an ROI rms error within the
range 0.330–0.549 psu, depending on the auxiliary data set
used. The use of different sources of auxiliary data for SST
has a minimum impact in the SSS retrieval.

• Spatiotemporal averaging of retrieved SSS: In a period of
30 days and in 1◦ × 1◦ boxes, the retrieved rms SSS
error ranges between 0.055 and 0.309 psu. In a period of
30 days and in 2◦ × 2◦ boxes, the retrieved rms SSS ac-
curacy ranges between 0.032 and 0.291 psu. The best SSS
products obtained by spatiotemporal averaging of 30 days
satisfy the < 0.1-psu error requirement.

Apart from the best case scenario that determines the limits
of the retrieval, if ECMWF data were used instead (different
auxiliary wind), the rms error would increase up to 0.2–0.3 psu
(depending on instrument’s configuration and satellite pass),
which is in accordance with other studies [15]. These studies
have shown that without auxiliary data and after spatiotemporal
averaging (30 days, 1◦ × 1◦), the SSS rms error ranges from
0.2 psu at the equator to 0.7 psu in polar regions. To address an
even more realistic case (besides model difference), one should
refer to different auxiliary data configurations since it better
simulates the upcoming “measured” brightness temperature.

Identification of retrieval error sources has also been per-
formed by isolating potential discrepancy sources. Reference
point variability, which is linked to the auxiliary field uncer-
tainty, determines a significant part of the final error even if it
does not produce bias. Direct/inverse model difference, in turn,
seems to be responsible for bias introduction besides some extra
contribution to the SSS error. In this context, radiometric noise
does not seem to play a crucial role since, apparently, its effect
is mostly filtered out in the spatiotemporal averaging procedure.
Apart from the intrinsic auxiliary wind/SST difference, addi-
tional residual error sources lie in biased auxiliary MWF values
(Table I) and in zonal strong inhomogeneities between winds
[Fig. 6(a)].
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Concerning the bias introduced by model differences, an
attempt of replacing the Hollinger model with the WISE 2001
model provided significant bias reduction, stressing how ob-
taining a good forward model for the roughness effect on sea
surface emissivity is still a key issue in the retrieval procedure.
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