Impact of winter storms on sediment erosion in the Rhone River prodelta and fate of sediment in the Gulf of Lions (North Western Mediterranean Sea)
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Abstract:

In this study a three-dimensional sediment transport model was developed. The model accounts for both current and wave forcing on the sediment and was implemented over the Gulf of Lions. A two-way nesting technique was used to focus on the Rhone River prodelta which is considered as a sink for riverine sediment. In addition, to understand the resuspension of trapped sediment over the Rhone prodelta, an in situ experiment, called SCOPE, was conducted during the winter 2007/2008. The experiment consisted of measuring hydro-sedimentary parameters using a mooring station comprising a current profiler (ADCP) and an altimeter (acoustic transducer) located in the eastern part of the Rhone prodelta. The three-dimensional transport model was validated using these data, and used to investigate the effect of sediment dynamics at the prodelta and Gulf of Lions scale. Both modelling and data analysis highlighted the impact of the two strong storms from the south-east which characterised the experimental period. Erosion of bed material (about 2 cm) and an increase in suspended material (up to about 50–100 mg/l) in the water were the result of each storm as recorded at the mooring station. The erosion capacity due to waves, combined with a strong current, due to both wind and wave forcing, resulted in strong south-westward export over the whole prodelta. Each storm was responsible for an off-prodeta export estimated at around 2.1 Mt. This study demonstrates that the Rhone River sediments trapped over the Rhone prodelta are subject to strong resuspension during episodic events.

Highlights

► A 3D sediment transport model is developed. ► The hydro-sedimentary \textit{in situ} SCOPE experiment is presented. ► The model is validated using the various \textit{in situ} data. ► The impact of winter storms over the Rhone prodelta is assessed.
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1. Introduction

Like many European river basins, the Rhone River basin covers populated, industrial and agricultural areas. In such environments, human activity often results in the introduction of pollutants into the riverine ecosystem. Some of these pollutants (heavy metals, radionuclides, etc.) have a high affinity for particulate matter which makes understanding particle behaviour over continental margins particularly important.

Among continental margin systems, river-dominated ocean margins have some of the highest sediment deposition rates of all marine systems (McKee et al., 2004). According to Walsh and Nittrouer (2009), the river-dominated continental margin of the Gulf of Lions (GoL), through which the Rhone River flows, is a proximal-accumulation-dominated system. In such environments characterised by a low tidal range and relatively low mean significant wave height (Walsh and Nittrouer, 2009), fine-grained sediments accumulate rapidly near the river mouth and the accumulation rate is greatly affected by flood events (Hossain et al., 2001). This is particularly true in the GoL where the Rhone River sediment discharge leads to the formation of a prodeltaic structure directly downstream from the river mouth (Roussiez et al., 2005). Up to now, extensive studies have focused on direct dispersion of suspended material from the Rhone river to the prodelta or to the shelf (e.g. Pauc, 1970; Got and Aloisi, 1990; Naudin et al., 1997; Arnoux-Chiavassa et al., 1999; Radakovitch et al., 1999; Thill et al., 2001; Miralles et al., 2006). However, sediments are not always directly dispersed. They can be stored temporarily in prodeltas before being resuspended and transported further away. To better understand the sediment pathways from a river to a continental margin, we need to improve our understanding of sediment resuspension, as this contributes to the transfer of sediment from the prodelta to the shelf.
While several recent observations focused on sediment resuspension events over the GoL shelf (e.g. Ferre et al., 2005; Guillén et al., 2006; Palanques et al., 2006; Bourrin et al., 2008a; Bourrin et al., 2008b; Palanques et al., 2011), only a few focused on the Rhone prodelta area (Schaaff et al., 2002; Schaaff, 2003; Lansard, 2005; Lansard et al., 2007; Marion et al., 2010). Moreover, because of the spatial limitation of these observations, resuspension processes on the whole Rhone prodelta remain poorly understood. Numerical models can be used to fill the gap between our understanding of sediment-transport processes provided by local observations, and sedimentation patterns over the prodelta. Sediment transport models have already been successfully used over the GoL (Ulses, 2006; Ferre et al., 2008; Ulses et al., 2008) and have helped to understand off-shelf sediment export through canyons. It is now a key issue to focus on resuspension processes using innovative modelling techniques over the Rhone prodelta, and in particular to develop a high-resolution model specially refined on this area.

In the present study, field measurements performed over a three-month period were combined with a high resolution three-dimensional sediment transport model to understand the relationship between winter storms, sediment resuspension over the Rhone River prodelta and fate of sediment within the GoL. The hydro-sedimentary experiment, called SCOPE, that took place during the winter 2007/2008 was first used to quantify resuspension processes and validate our model. The model was then used for further investigations focusing on the effect of extreme events on the sediment dynamics of the Rhone prodelta and of the GoL. The paper is structured as follows: after a brief presentation of the study area, we describe the SCOPE field experiment and the sediment transport model developed for the prodelta/GoL case study. In section 4, we jointly analyse experimental and modelling results and validate the model. This is followed by a discussion on the various results and conclusions.
2. Regional setting

The Gulf of Lions, located in the north-western Mediterranean Sea (Figure 1), is hydrodynamically complex as several intense and strongly varying processes coexist. Millot (1990) described the main hydrodynamic patterns: a) the general south-westward circulation along the slope, called the Northern Current; b) wind-induced currents; and c) the formation of dense water both on the shelf and offshore. Over the shelf region the wind-driven circulation prevails. Intense and frequent continental winds (the Mistral in the eastern part of the GoL and the Tramontane in the western part) drive the surface waters offshore and induce local upwelling (Estournel et al., 2003). On-shore winds (mainly winds from the east and the south-east) are less frequent and result in the accumulation of water on the coast and the downwelling of surface water (Estournel et al., 2003). The cold dry continental winds which appear during winter also generate dense water on the shelf. This dense water is preferentially formed on the western part of the shelf and sinks on the south-western end part of the shelf causing dense water to cascade through the canyon (Dufau-Julliand et al., 2004).

Both on-shore and off-shore winds also generate waves within the GoL. Due to small fetch, continental winds produce small waves (significant height < 2 m and peak period < 6 s), whereas the north-westward swell induced by less frequent onshore winds, can reach 10 m with a peak period of 12 s (The Medatlas Group: Gaillard et al., 2004; Ulses et al., 2008).

The Rhone River, which divides into two branches (the Grand Rhone and the Petit Rhone) about 50 km upstream the main river mouth near Arles, is a significant source of sediment for the whole GoL. It is responsible for about 94% of total solid fluxes into the GoL with a mean discharge of 10 Mt/year (Bourrin and Durrieu de Madron, 2006). The Rhone River releases 80% of the annual amount of sediments in several days of flooding (Rolland, 2006) and the
solid discharge is characterised by a strong seasonal and inter-annual variability (Eyrolle et al., 2012).

High-discharge events of the Rhone river are not coincident with energetic oceanic conditions (strong winds, waves or currents) in the GoL, impacting the deposition of riverine sediments (Drexler and Nittrouer, 2008). Indeed, most of the sediments discharged by the Rhone River are initially deposited close to the river mouth (Noël, 1996; Lansard, 2005; Maillet et al., 2006). Sediments from the Rhone River can also be exported directly to the GoL through the river plume (Naudin and Cauwet, 1997), whose orientation is controlled by the wind. The river plume is directed south-westward and extends far offshore during continental winds, while it moves toward the west of the river mouth, following the coastline, during on-shore wind events (Pauc, 1970; Arnoux-Chiavassa et al., 1999).

Maillet et al. (2006) estimated that 90 % of the sediment discharged during a major flood (December 2001) have been deposited on the Rhone prodelta between 0 and 20 m depth. The Rhone prodelta, which covers about 30 km² downstream the Grand Rhone river mouth, is characterised by fine-grained sediment downstream from the 20 m isobath (Maillet, 2005; Roussiez et al., 2005). In this area, net sedimentation rates are estimated to range from 30 to 50 cm y⁻¹ (Calmet and Fernandez, 1990; Charmasson et al., 1998; Radakovitch et al., 1999; Miralles et al., 2005) and deposition can reach 1 m in some places during exceptional floods (Maillet et al., 2006). The Rhone prodelta acts as a temporary sink for riverine sediment, which can be subsequently eroded and transported south-westward during winter storm from the south-east (e.g. Lansard, 2005; Roussiez et al., 2006; Drexler and Nittrouer, 2008; Ulses et al., 2008; Marion et al., 2010). The sediment erosion process in the Rhone prodelta has been tackled mainly through the estimation of both the erosion rate and sediment shear strength in the vicinity of the Rhone River mouth (Schaaff et al., 2002; Schaaff, 2003; Lansard, 2005; Lansard et al., 2006). At the scale of the whole shelf, studies on sediment
resuspension highlighted the role of winds from the south-east and dense water formation on the off-shelf sediment export at the south-western end of the shelf (Ferre et al., 2005; Guillén et al., 2006; Bourrin et al., 2008a; Ulses et al., 2008).

The sedimentological setting of the shelf, described by Got and Aloisi (1990), partly reflects the complex sediment dynamics detailed above (Dufois et al., 2008). The GoL shelf presents various sediment facies, from a sandy inner-shelf, where wave forcing is dominating, to a low-energy middle shelf characterised by deposition of cohesive sediments (Figure 1).

3. Materiel and methods

3.1. The SCOPE experiment

The SCOPE experiment focused on the sediment resuspension in the prodelta. To study the main forcing of the sediment dynamics and its response, three in situ devices were deployed for a period of three months (from October 28th, 2007 to January 29th 2008) near the cardinal mark La Balancelle (43°20'31.98 N, 4°55'18.72 E, see Figure 1) whose bathymetry reaches 21 m. An upward-looking Acoustic Doppler Current Profiler (ADCP) operating at 1200 kHz was deployed on a trawl-resistant bottom platform. Current and backscattering profiles were measured every 10 minutes from 2 m above the bottom to the surface with 1 m cells. The ADCP was equipped with a wave processing module to compute sea state measurements every hour. Turbidity was also measured at 2 m above the bottom with a turbidimeter equipped with a WETLABS sensor. An ALTUS altimeter (autonomous 2MHz acoustic transducer) was also moored above the bottom to record bed sediment variations (Jestin et al., 1998; Bassoullet et al., 2000).
3.1.1. ADCP calibration

Using ADCP backscattering to compute suspended sediment concentration required it to be calibrated from the turbidity data following the method proposed by Tessier et al. (2008). Before empirical calibration, the ADCP backscattered intensity was corrected for acoustic transmission losses, including spherical spreading and water absorption. Due to the range of suspended sediment concentrations generally encountered in the area (i.e. below 200 mg/l (Naudin and Cauwet, 1997)), the attenuation from suspended sediment was not accounted for (Tessier, 2006). The method of ADCP calibration is explained in more details in appendix A.

3.2. Numerical model

The numerical modelling platform combined a chain of different models. Firstly, three one-way nested wave models were run offline to compute wave parameters. Then a two level chain of two-way nested circulation models was run together with the online coupled sediment transport module using wave model results. The models are described below.

3.2.1. Sea state modelling

Wave fields were simulated with three nested third generation wind-wave models. A WAVEWATCH-III (Tolman, 2002a,b) model, modified by Ardhuin et al (2007), was implemented at the regional scale (western Mediterranean Sea, 0.1° resolution) (Dufois et al., 2008) and provided southern boundary conditions for a higher resolution (1.2 km) SWAN model (Booij et al., 1999; Ris et al., 1999) which was centred in the northern GoL (dotted
grey box on Figure 1). Embedded in this model was a high resolution (240 m) SWAN model focused on the Rhone prodelta (black box on Figure 1).

These models are based on the two-dimensional wave action balance equation including energy density generation and dissipation terms by wind, white-capping, wave-bottom interaction, and redistribution of wave energy due to wave-wave interactions. For the present application, both SWAN and WW3 models were forced by Météo-France wind analysis with a horizontal resolution of 0.1°. The regional model WW3 was first validated and compared with other models for two periods in 2002 and 2003 (Ardhuin et al., 2007) and then for the year 2001 (Dufois, 2008; Dufois et al., 2008).

3.2.2. Coastal circulation model

Circulation modelling was performed using the operational MARS-3D code (3D hydrodynamical Model for Applications at Regional Scale), a three-dimensional model with reduced (σ) vertical coordinates based on the resolution of the primitive equations (Lazure and Dumas, 2007, http://www.previmer.org). This free surface model is based on the model of Blumberg and Mellor (1987) as primitive equations are solved using a time-splitting scheme under assumptions of Boussinesq approximation, hydrostatic equilibrium and incompressibility. The mode splitting technique is built with an iterative and semi-implicit method, and allows simultaneous calculation of internal and external modes within the same time step. The external mode is solved with an ADI (Alternating Direction Implicit) scheme (Leendertse, 1970).

Advection of momentum, salt, heat and other tracers is low-diffusive, as the model uses a Quick scheme (Leonard, 1979) which switches to a first order upwind scheme in case of strong gradients (in order to avoid severe overshoots).

For our application, two domains were nested using the AGRIF Fortran package (Adaptative Grid Refinement in Fortran, Debreu et al., 2008). The AGRIF version used two-way nesting for all tracers, i.e. salt, temperature and suspended sediments, whereas velocity and elevations are coupled using a one-way technique (for mass conservation consideration). With the two-way nesting technique, the coarse-resolution domain provides boundary conditions for the fine-resolution domain, and the solution of the fine-resolution domain feeds back to the coarse-resolution domain. This online nesting also allows the two domains to run simultaneously and to exchange boundary conditions at each time step, and therefore provides continuous solution at the overlapping limits.

The two domains (the coarsest called GOL and the finest PRODELTA) have a spatial resolution of 1.2 km and 240 m respectively (Figure 1). The fine resolution model covers the Rhone prodelta and accounts for the hydrology of the Grand Rhone up to the town of Arles, where liquid discharge is measured. The Grand Rhone is schematised from about 50 km upstream from the mouth (up to Arles) by a straight channel with realistic sections (Figure 1). The vertical discretisation of both domains consists of 30 vertical $\sigma$-layers, with refined resolution near the surface and near the bottom (the surface and the bottom layer account respectively for 0.12 % and 4.4 % of the water height). The model is forced by atmospheric conditions (re-analysed wind field and solar fluxes provided by Météo-France ALADIN and ARPEGE models), and the daily discharge of the Rhone River (whose total discharge is split between the Grand Rhone (90 %) and the Petit Rhone (10 %)). Lateral incoming fluxes (salt, momentum and temperature) and elevations at the open boundaries of the larger GOL domain are provided by a coarser resolution model (NORMED) which simulates the northern
Mediterranean basin (its southern open boundary is located at 39.5°N) and was validated with temperatures from AVHRR imagery and in situ data (André et al., 2005; André et al., 2009).

3.2.2.1. Modelling the impact of waves on circulation

Additional wave forcing was used to account for the impact of waves on circulation. The concept of radiation stress, first introduced by Longuet-Higgins and Stewart (1960, 1962), enables near-shore circulation to be predicted with wave-averaged models. In our model, wave forcing is assumed to be barotropic and is based on the radiation stress concept following the formulation of Phillips (1977) that accounts for total transport (contribution of both waves and currents). The barotropic equations of Phillips (1977) were adapted to the advective form used in the momentum conservation equations of MARS-3D:

$$\frac{\partial U_i}{\partial t} + U_j \frac{\partial U_i}{\partial x_j} + g \frac{\partial \zeta}{\partial x_i} = - \frac{1}{\rho \bar{h}} \frac{\partial S_y}{\partial x_j}$$

(1)

where \( U_i = (U,V) \) corresponds to the horizontal depth averaged velocity vector, \( \bar{h} \) is the time averaged water depth, \( \zeta \) is the time averaged water elevation and \( \rho \) is water density. The velocity is the sum of the mean current velocity and the Stokes drift distributed along the vertical. \( S_y \) are the radiation stresses as defined by Longuet-Higgins and Stewart (1960, 1962):

$$S_y = \int_{-h}^{0} (P \delta_y + \rho \bar{u} \bar{u}_y) dz - \frac{1}{2} \rho g \bar{h} \bar{\delta}_y$$

(2)
where $P$ is the pressure and $\tilde{u}_i = (\tilde{u}, \tilde{v})$ are the wave components of the horizontal velocity vector.

The wave forcing term on the right side of equation (1) is added to the MARS-3D barotropic momentum conservation equations described in Lazure and Dumas (2007). The radiation stresses are provided by the SWAN model and result from integration of the radiation stresses calculated for every component of the frequency-direction wave spectrum. For each wave component, the radiation stresses are computed following the linear theory and assuming a monochromatic wave.

To guarantee convergence between internal and external modes, the wave forcing is also added to the baroclinic equations as a homogeneous forcing along the vertical. In our model, the wave forcing is thus homogeneous with the atmospheric pressure gradient.

### 3.2.3. Sediment transport strategy

The grain-size distribution on both the Rhone prodelta and the GoL shelf (Got and Aloisi, 1990; Dufois et al., 2008) reveals high sediment spatial variability. Considering that sediment exhibits non-cohesive behaviour when the sand fraction exceeds 70% (Mitchener and Torfs, 1996; Panagiotopoulos et al., 1997; van der Wal et al., 2005; Le Hir et al., 2008), the inner shelf (< 30 m) generally appears to be covered by non-cohesive sediment, whereas the rest of the shelf appears to behave as a cohesive structure. Our modelling strategy had to account for both cohesive and non-cohesive behaviours. The module used for this study is based on the fine sediment transport model SiAM (Cugier and Le Hir, 2000; Le Hir et al., 2001; Cugier and Le Hir, 2002), and several modifications were made to account for the specificity of our
study area. These modifications partly followed previous developments made by Waeles (2008) and Waeles et al. (2005) to model the transport of sand or of sand/mud mixtures.

3.2.3.1. Transport of mud/sand mixtures

While fine sediments are transported as suspended load advected by the main flow, sands, with much higher settling velocities, can also be transported along the bed in the form of sliding and rolling grains (Soulsby, 1997). Therefore, modelling strategies usually differ for computing the horizontal fluxes for sand or mud. Sand transport rates are classically determined at the equilibrium using so-called parametric models, empirically deduced from experimental data (e.g. Meyer-Peter, 1948; Einstein, 1950; van Rijn, 1984; Camenen and Larroudé, 2003). Fine sediment transport is generally modelled using an advection-diffusion equation, and the transport rate results from the vertical integration of the product of fluid velocity and the concentration of suspended sediments (e.g. Whitehouse et al., 2000).

When modelling the transport of mixtures of sand and mud, it is useful to use the same strategy to compute horizontal fluxes of sand and mud. In recent modelling studies dealing with mixed sediment, it has become usual to transport both sand and mud using an advection-diffusion equation (Chesher and Ockenden, 1997; van Ledden and Wang, 2001; Sherwood et al., 2004; Ülses et al., 2008; Waeles et al., 2008).

Our model follows this strategy and each sediment fraction is thus transported in the water column resolving the following equation:

$$\frac{\partial C}{\partial t} + \frac{\partial uC}{\partial x} + \frac{\partial vC}{\partial y} + \frac{\partial (w-W_d)C}{\partial z} = \frac{\partial (K_h \frac{\partial C}{\partial x})}{\partial x} + \frac{\partial (K_h \frac{\partial C}{\partial y})}{\partial y} + \frac{\partial (K_h \frac{\partial C}{\partial z})}{\partial z} + E - F_d$$

(3)
where $C$ is the suspended sand or mud concentration, $K_z$ and $K_h$ are respectively the vertical and the horizontal turbulent diffusion, $(u,v,w)$ are the three velocity components, $W_s$ is the settling velocity and $E$ and $F_d$ are the source and sink terms (erosion and deposition), respectively.

In this equation, deposition flux $F_d$ and settling velocity $W_s$ are dependent on the sediment class concerned, whereas erosion $E$ is dependent on the seabed sediment state (cohesive or non-cohesive). For a mud mass fraction $p_m$ of less than 30%, sediment is assumed to be purely non-cohesive, and purely cohesive when the mud fraction exceeds 50% (Waeles et al., 2008). Moreover, given that flocculation processes occur in our study environment (Thill, 1999; Thill et al., 2001; Durrieu de Madron et al., 2005; Bourrin et al., 2008b), we assume that mud particles are not present as primary particles in the water column. Only one class of mud, comprising either flocs or aggregates, is thus incorporated in the model, together with two classes of sand (fine and medium).

The modelling strategy for the three sediment classes is summarized below:

(i) Sand and mud are transported in suspension only. No bedload is considered for sand.

(ii) Mud flocculation is accounted for.

(iii) Sediment erodibility depends on the sediment state (cohesive or non-cohesive) within the seabed. No sediment consolidation is accounted for.

In agreement with this modelling strategy the terms $E$, $F_d$ and $W_s$ for the three sediment classes are detailed below.
3.2.3.1.1. Settling velocity

- The settling velocity $W_s$ of the two sand classes is defined following Soulsby (1997). The fine sands with a diameter of 160 μm have a constant settling velocity of 2 cm/s and the coarse sands with a diameter of 380 μm have a settling velocity of 5 cm/s.

- The mud class is characterised by a varying settling velocity. Aggregation processes, which modify aggregate size and density (and therefore their settling velocity), are schematically taken into account through the formulation of the settling velocity, which depends on both sediment concentration and turbulence. The settling velocity formulation also accounts for hindered processes, which decrease the settling velocity at high concentration levels.

We compute the settling velocity (in mm/s here) for mud as follows:

$$W_s = \min(\gamma k_1 C^\alpha, W_s^0 (1 - k_2 C)^\beta)$$

Equation (4) corresponds to Thorn’s equation (1981) when $\gamma=1$. In our application $W_s^0=2.6$ mm/s, $k_2=0.008$ and $\beta=4.65$ correspond to the values proposed by Thorn (1981). The parameter $\gamma$ has been integrated to Thorn’s equation (1981) to account for the impact of turbulence on the aggregation processes. We compute $\gamma$ in equation (4) using the expression of settling velocity proposed by van Leussen (1994) (i.e. $W_s=\gamma k_1 C^\alpha$) in which:

$$\gamma = \frac{1 + aG}{1 + bG^2}$$
The $a$ and $b$ parameters are chosen to be constant and equal to the values proposed by van Leussen (1994), i.e. $a=0.3$ and $b=0.09$. The dissipation parameter $G$, which describes the turbulent state of the system, is determined from the vertical turbulent diffusion model of Gaspar (which computes the turbulent dissipation rate $\varepsilon$) using $G = \sqrt{\frac{\varepsilon}{v}}$ (where $v$ is the kinetic viscosity).

A minimum settling velocity of $10^{-2}$ mm/s is also imposed to equation (4). The $k_1$ and $n$ parameters in equation (4) are highly dependent on the study site (van Leussen, 1994; Winterwerp, 1999). In this study, the two parameters $k_1$ and $n$ were respectively set to 1.5 and 1 after running sensitivity tests (cf. section 4.1.2). The settling velocity of the mud class finally ranges from $10^{-2}$ mm/s for low concentration (i.e. below about $6\times10^{-3}$ g/l) to 3.15 mm/s at the maximum when concentration and turbulence are optima (i.e. $G$ around 1.4 s$^{-1}$ and $C$ around 1.7 g/l).

### 3.2.3.1.2. Deposition

#### Mud deposition

Mud concentration vertical gradients are smooth due to low settling velocity, thus the deposition term of mud fraction is computed directly from the concentration $C$ calculated in the middle of the bottom layer as follows:

$$F_d = W_c C$$  \hspace{1cm} (6)

#### Deposition and transport of sands

Unlike the mud concentration, which can be considered to be fairly homogeneous in each vertical $\sigma$-level of the model, the sand concentration is highly heterogeneous along the vertical. Moreover, sand transport mainly takes place near the bed where velocity increases
rapidly with height above the bed. It is therefore necessary to apply a correction procedure for
the near-bed concentration, and also for the near-bed horizontal flux. To this end, the model
is modified and calibrated following Dufois (2008). In that study, the capacity of the model to
reproduce experimental sand transport fluxes by advection/diffusion was evidenced for a
range of fine sands. The corrections applied to the model are summarized below.

For the sand fractions, a near bottom concentration $C_{\text{bed}}$ is used to compute the deposition flux
using equation (6). Thus the modelled concentration (in the middle of the bottom layer) is
extrapolated at $z=2.5D$ (where $D$ is the sand diameter) from the bottom assuming that the
concentration profile follows a Rouse profile.

Within the bottom layer, where most of the sand transport occurs, the transport rate calculated
by the model (from the product of the velocity and the concentration in the bottom layer) is
corrected to compensate for the low vertical resolution. This correction is made considering
that (i) the concentration follows the previous extrapolated Rouse concentration profile, and
assuming that (ii) the velocity follows a logarithmic profile. The corrected transport flux in
the bottom layer is then deduced from the vertical integration of the product of the assumed
velocity profile and the assumed concentration of suspended sediments.

### 3.2.3.1.3. Erosion

The erosion flux formulation is expressed for each sediment class depending on its proportion
$p_i$ as:

$$E_i = p_i E_{i,0} \left( \frac{\tau_{ij}}{\tau_{c,i}} - 1 \right)^n \text{ if } \tau_{ij} > \tau_{c,i} \text{ and otherwise } E_i = 0 \quad (7)$$
The $i$ index corresponds to the sediment class and equals $s1$ for the fine sands, $s2$ for the medium sands and $m$ for the mud class. $\tau_{sf}$ is the skin shear stress computed as described in appendix B. We assume that when the sediment is cohesive all fractions are eroded together (i.e. block erosion), but that each fraction of non-cohesive sediments is eroded separately (i.e. differential erosion). The erosion rate parameter $E_{0,i}$, the critical shear stress $\tau_{c,i}$ and the constant $\alpha_i$ are therefore dependent on both the sediment class and the sediment behaviour within the seabed (cohesive or non-cohesive). Those parameters are chosen according to in situ experiments or model calibration/validation as detailed below.

- **Cohesive sediment ($pm>50\%$):**

For cohesive sediments, the erosion flux is parameterised following the formulation determined from erodibility measurement of surficial mud-sand sediment near the Rhone River mouth (Dufois, 2008). All sediment classes ($m$, $s1$ and $s2$) are assumed to be eroded together following equation (7) with the same erosion rate parameter $E_{0,i}=0.68 \times 10^{-3}\ kg/m^2/s$, the same critical shear stress $\tau_{c,i}=0.35\ N/m^2$ and the same $\alpha_i=1.65$.

The critical shear stress is set at 0.35 N/m$^2$, regardless of the sediment compaction and composition. This formulation was shown to successfully predict the measured fluxes of surficial sediment in the prodelta area (Dufois, 2008).

- **Non-cohesive sediment ($pm<30\%$):**

The erosion flux of each sand class within non-cohesive sediment is determined following the formulation determined by Dufois (2008). That erosion law, used in the advection/diffusion model, was shown to reproduce both experimental and theoretical transport rates for a range of fine to medium sands. Equation (7) is used for the two sand classes $s1$ and $s2$ with $\alpha_{s1}=\alpha_{s2}=0.5$ and the erosion rate parameter $E_{0,s1}=0.4\ kg/m^2/s$ and $E_{0,s2}=12.8\ kg/m^2/s$. The
critical shear stresses $\tau_{c,s1}$ and $\tau_{c,s2}$ are determined following Wu et al. (2000) to account for hiding/exposure effects. The critical shear stress of each sand class is therefore dependant on its diameter and the presence of the other sand class.

Within these non-cohesive sediments, we assume that mud exhibits the same behaviour as within cohesive sediment and only the critical shear stress is modified, considering that mud is eroded simultaneously with the finest sand (i.e. equation (7) is used with $E_{0,m}=0.68\times10^{-3}$ kg/m$^2$/s, $\tau_{c,m} = \tau_{c,s1}$ and $\alpha_m=1.65$).

- **Erosion of mud/sand, between cohesive and non-cohesive state:**
  When the mud fraction $p_m$ represents between 30% and 50% of the sediment, sediment behaviour on the seabed is not clearly defined. We assume that an intermediate regime makes the transition between the two main regimes. Therefore, each sediment class is eroded separately; the parameters $E_{0,i}$, $\alpha_i$ and $\tau_{c,i}$ of the erosion formulation (7) are different for each class and defined by linear interpolation between the two critical mud fractions $p_m=30\%$ and $p_m=50\%$. The continuity of the erosion flux between the two regimes is thus guaranteed.

### 3.2.3.2. Sediment layers model

A morphodynamic module is implemented to account for the variation in bathymetry over the Rhone prodelta (Maillet et al., 2006). The bathymetry of the circulation model is updated at each time step according to the net erosion/deposition flux.

In nature, any modification in the composition of the bed could lead to the creation of a surficial layer of coarse sediment, which protects the underlying finer sediment layer against erosion. This effect (called paving or armouring) is usually implemented in numerical model by using the “active layer” concept proposed by Parker (1990). In this study we did not
include the paving effect per se. However, the sediment compartment is discretised in thin layers to account for variations in the composition of the vertical bed, and only the surface layer can be eroded. Underlying sediment is thus protected from being eroded. The initial vertical resolution in the sediment is 1 cm and we numerically maintain a vertical resolution ranging from 0.5 to 1.5 cm in the sediment. The surficial layer is either divided into two after deposition if it exceeds 1 cm, or merged with the underlying layer after erosion if it drops below 0.5 cm.

Moreover, due to lack of knowledge concerning the erosion processes of consolidated sediment in the area, the process of consolidation is not accounted for in the model.

3.2.3.3. Initialisation and boundary conditions

The three particle size classes were initialised from the updated sediment cover using results of recent laser grain-size analyses (Dufois et al., 2008). The map of the sand fraction, including both fine and medium sand fractions illustrates this initialisation (Figure 1). Suspended sediment concentrations were imposed at the upstream boundary of the flume representing the Rhone River (at Arles). Sediment discharge was deduced from water discharge using the formulation of Thomas (1997). According to grain size measurements for different river discharge conditions in the Rhone River (Antonelli et al., 2007), we considered that on average 90% of the suspended concentration is supplied by mud, and that the two sand classes are equally discharged. The same suspended sediment concentrations were imposed directly at the river mouth of the Petit Rhone, which lies outside the PRODELTA domain.
Moreover, discharged riverine mud is tracked in order to differentiate it from mud originally present in the seabed. This does not affect the behaviour of the fine sediments in the model as those two kinds of mud belong to the same particle size class.

4. Results

In this section, we compare observations and model results in order to i) evaluate the model at a fixed station, and ii) extrapolate the results at a larger scale. In the figures presented in the following sections, model outputs are mostly in grey or blue and in situ measurements in black or red.

4.1. La Balancelle station

4.1.1. Hydrodynamic conditions

The forcing variables of the sediment dynamics (measured river discharge, re-analysed wind, measured and modelled wave and current) at La Balancelle station are summarized in Figure 2. The SCOPE experiment was characterised by frequent Mistral events (N to NW winds) and a few wind events from the south-east. The wind events from the south-east reaching up to 20 m/s were linked with the most energetic wave events (significant wave height ($h_s$) above 3 m and mean periods ($T_m$) around 6 s). The wave parameters were well simulated at this near-shore location (Figure 2 and Table 1) with a relative error (Scatter Index (SI), cf. appendix C) of about 20% for both $T_m$ and $h_s$, which confirmed the efficiency of the wave modelling strategy. ADCP profiles displayed two main patterns: i) the current directions were relatively homogeneous over the water column, except at (approximately) four metres near...
the surface (data not shown); ii) the main currents were parallel to the NE-SW orientation of the isobaths at this position. The currents were never oriented towards the coast (NW) unless they were very low (inducing high uncertainty concerning the direction of the current). The best correlation (0.54) between wind velocity and observed current velocity was found when the wind is leading the current by 7 hours. Furthermore, during significant wind events from the south-east, currents were generally south-westward and appeared to be favourable to an alongshore export of sediment.

Although the model reproduces the main hydrodynamic characteristics at a regional scale (André et al., 2005; André et al., 2009), the comparison between ADCP currents and modelled currents at La Balancelle highlighted the difficulty to simulate currents at a fixed point (Figure 2e-g). A weak relationship between modelled and measured velocity amplitude was found when considering the whole experimental period, with for example a correlation of 0.47 for the depth averaged (from 2 to 16 metres above the bottom (mab)) velocity (U) (Table 1). The comparison of the depth averaged velocity direction (Dir) (Figure 2f) leads to a better correlation (0.73), whereas the root mean square error (RMSE, appendix C) is high (88°).

[N.B.: to compare the ADCP directions $\theta_{ADCP}$ and the modelled directions $\theta_m$ (in Figure 2f and Table 1) we require $-180^\circ \leq \theta_{ADCP}-\theta_m \leq 180^\circ$. Therefore, when $|\theta_{ADCP}-\theta_m|>180^\circ$ we adjust $\theta_m$ to $\theta_m=360^\circ$ or $\theta_m=360^\circ$ depending on the sign of $(\theta_{ADCP}-\theta_m)$. For example, if $\theta_{ADCP}=0^\circ$ and $\theta_m=359^\circ$ we adjust $\theta_m$ to $-1^\circ$ in order to highlight the good match between the two values].

However, from a sedimentary point of view, only energetic periods are significant. The evaluation of the circulation model should therefore be based on dynamically decisive periods. During the two strong wind events from the south-east, the match between model and data for both current velocities and directions is improved (Figure 2e-g). Indeed, the correlation between the measured and simulated magnitude of the depth averaged velocity increased to 0.64 when only energetic events were considered ($h_s>2$ m) (Table 1). The
statistical parameters of the model for both waves and currents were better during these periods (Table 1), with for example a relative error (SI, appendix C) of about 35% for current amplitudes and of 12% for wave height.

Hereafter we focus on the two most energetic periods, around the 21st November 2007 and around the 4th January 2008, which are expected to have the strongest impact on sediment dynamics. These two periods were similar in terms of hydrodynamics. For each event, the winds from the south-east that blew for one to two days, and reached 20 m/s at La Balancelle, induced north-westward waves at the regional scale (in the model), which reached about 3.5 m at the mooring station. South-westward currents were also induced and reached 25 to 30 cm/s at the same location.

4.1.2. Sediment dynamics

During the experimental period, measured river discharge ranged from 300 to 3200 m$^3$/s (Figure 2a). According to Pont et al. (2002), the sediment concentration should have ranged from 10 to 200 mg/L at Arles, 50 km upstream of the Rhone River mouth. However, the Rhone River discharge was not found to have any impact on either the observed bed variation or on the concentration of suspended particulate matter (SPM) in the water column estimated by the ADCP (Figure 2 and 3). The moored station thus appeared to be beyond the direct influence of the Rhone River during the experimental period. Under the forcing conditions encountered during the experiment, the simulated Rhone River plume was mostly deflected toward the west, leaving the station unaffected.

The turbidity estimated by the ADCP revealed several turbid periods. Among them, those corresponding to observed wave events reaching about 2 m did not match any significant observed bed variations, while the SPM concentration could reach up to 120 mg/l at the
bottom (Figure 3). These events probably induced resuspension in the shallows closer to the coast. The only periods during which strong erosions and resuspensions were observed at the mooring station coincided with the two strong storm events which resulted in the highest simulated bottom shear stress over the whole period (Figure 3). These two energetic periods, which were similar in terms of hydrodynamic forcing and induced bottom shear stresses up to about 1.7-1.8 N/m², were also similar in terms of sediment response. About 1.5 to 2 cm of sediment erosion was observed during each event and an increase in SPM concentrations in the whole water column ranging from 40 to 150 mg/l was observed at the mooring station (Figure 3).

At the mooring station, model outputs were compared with sedimentary data. Simulated time-depth variations in the SPM concentration were in good agreement with ADCP measurements (Figure 3b and 3c). The main events were reproduced at the right time at the right order of magnitude, and were simulated in the whole water column in agreement with the measurements. The modelled SPM concentration was however lower by about 20 to 30 mg/l at the top of the water column during the second energetic event (Figure 3b and 3c). At the bottom (first ADCP cell) the model fitted the SPM concentration data well with a good correlation coefficient (0.76) and with a relative error (SI, appendix C) of 67% (Figure 3c and Table 1). This relative error decreased to 63% when only energetic events were considered (Table 1). The bed variation at La Balancelle was also well modelled and the order of magnitude was close to that measured. The first bed erosion event was however stronger by about 0.5 cm, whereas the second erosion event was weaker by about 0.5 cm (Figure 3e).

Two parameters related to the settling velocity formulation needed to be calibrated (see section 3.2.3.1.1.). Sensitivity tests were run mainly based on the validation described above. The tests showed that bed variation does not depend on these two parameters. On the
contrary, the parameters control turbidity in the water column. The two parameters $k_1$ and $n$ were thus respectively set at 1.5 and 1 in order to obtain a good fit with the SPM profile. These parameters, and the associated settling velocity, were within the range of values cited in the literature (e.g. $n$ ranges from 0.5 to 3.6 (van Leussen, 1994)).

Modelled and measured cumulative suspended sediment fluxes at the mooring station were also compared. The cumulative sediment flux vector $\vec{\phi} = (\phi_x, \phi_y) = \sum_{t} \overrightarrow{U(t)} \cdot C(t) \Delta t$ (where $\overrightarrow{U(t)}$ and $C(t)$ are the velocity vector and the concentration at time $t$, $\Delta t$ is the time step) informs both the amplitude and the direction of sediment transport during the experiment. In Figure 4, both near-bottom (a) and depth-averaged (b) cumulative suspended sediment fluxes are given for the whole period. Most of the measured sediment flux (black line) occurred during the two storms from the south-east in the whole water column. The sediment flux during the whole experiment or during the two storms was directed south-westward. The flux appeared to be homogeneous along the vertical, as the near-bottom and depth-averaged curves were almost the same (black curves in Figure 4). Moreover, the modelled suspended sediment flux appeared to satisfactorily reproduce in situ measurements. Although the near-bottom cumulative flux was higher by a factor 1.7, the depth averaged flux fit the data well. Thus, even if the currents were not always perfectly reproduced at La Balancelle station, this analysis showed that the model was able to reproduce the main pattern of erosion and sediment flux at the mooring station. As the sediment flux was nearly zero except during storms from the south-east, from the point of view of sediment transport, the ability to correctly simulate current direction during energetic periods is the most important.

4.2. Fate of sediment on the Rhone River prodelta and on the Gulf of Lions
4.2.1. Meteorological conditions

The re-analysed winds and simulated waves at the mooring station were representative of the forcing at the regional scale. The two major wave events at the scale of the GoL coincided with the two main events at La Balancelle station. The first storm from the south-east, whose peak waves were higher than 4 m in the middle of the GoL during the night of November 20th, was characterised by strong winds reaching 20 m/s (Figure 5a). These strong winds impacted the whole GoL during the storm, whereas the waves were higher on the northern part of the shelf. This storm induced bottom shear stresses, mostly induced by waves, higher than 0.33 N/m² upstream of the 50 m isobaths, and reaching up to 4 N/m² closer to the shore (Figure 5b). The bed shear stress pattern computed during this first storm corresponds to the highest values obtained at the regional scale during the whole experiment period. The second storm from the south-east presented a similar wind field, but simulated waves were higher in the middle of the GoL where they reached 5 m. The bed shear stress pattern computed during the second storm is very similar to the one shown on Figure 5b.

4.2.2. Validation of the model at the regional scale

At the regional scale, ocean colour satellite images were available to validate the sediment transport model during the SCOPE experiment. MODIS/AQUA images were used to estimate the SPM concentration using the OC5 empirical algorithm developed at IFREMER (Gohin et al., 2005). This algorithm was calibrated with water from both the English Channel and the Bay of Biscay continental shelf, and was validated later in the GoL (Fontana et al., 2009).
Due to the cloud cover during storms from the south-east, images were unfortunately not available for the most interesting events. Consequently we show two images acquired two and four days after the first storm from the south-east, together with the model simulation (Figure 6). Those two MODIS images exhibit among the highest SPM concentrations of the whole set of SST satellite images available during the experiment.

During the two days concerned, with re-analysed winds from the north/north-west reaching 12 m/s, simulated waves progressively increased to 3 m in the GoL while propagating southward. The measured Rhone River discharge reached its maximum for the experimental period with respectively 3200 and 2700 m$^3$/s at Arles. In Figure 6a and 6c, it can be seen that a surface SPM plume was still present along the coast a few days after the storm although both wind and waves had decreased (Figure 2). It can also be seen that a wind from the north-west over the GoL led to the extension of the Rhone River plume towards the south-west. For the two days concerned, both the extent and order of magnitude of the Rhone River and of the resuspension plume were well reproduced by the model (Figure 6b and 6d). The modelled resuspension plume along the GoL coastline after the storms was however slightly overestimated (by about 10 to 20 mg/l on average).

The capacity of the model to reproduce the surficial SPM concentration during the SCOPE experiment has also been statistically estimated using the 52 MODIS images available. However, due to cloud contamination, the statistical parameters presented on Figure 7 have not necessarily been computed with 52 values for each pixel. The pattern of mean surface SPM values computed by the model and estimated by satellite were consistent (Figure 7a and 7b), although the model was on average positively biased over the shelf region by about 2 mg/l. The model exhibited good performance indicators, although very spatially variable. The temporal variability seemed to be satisfactorily reproduced over the shelf with correlations globally higher than 50 % in regions with higher SPM values, notably along the coast and
within the Rhone River plume. The relative error (Scatter Index) seemed reasonable in most areas, notably close to the Rhone prodelta where it did not exceed 60%. There were however two main areas, east of the Rhone prodelta and on the south-west corner of the GoL, where relative errors were high. Those two regions corresponded to places with bias smaller that 3 mg/l but very low concentrations estimated by satellite, inducing a large relative error.

4.2.3. Impact of winter storms

Validation at various spatial and time scales gave us confidence to investigate results of the model at regional scale. At the moored ADCP position, the whole period was mainly influenced by the two storms from the south-east (Figure 3). The same conclusion was true at the scale of the PRODELTA domain. Figure 8 shows the simulated sediment budget over the PRODELTA domain throughout the experimental period. Mud and sands are distinguished here. For each vertical level in the sediment, the relative concentration of both sand and mud was known. The net sediment bed evolution was thus divided into changes in the mud budget and in the sand budget (i.e. the net sediment bed evolution is the sum of changes in both the mud and sand budgets). For both sand and mud, the model showed that the main variations in the sediment budget (including both suspended sediment and sediment bed) occurred during the main storms.

On average, the PRODELTA domain was impacted by two strong erosion events. As can be seen in Figure 8, the two storm events had the same impact at the PRODELTA scale. Therefore, the description of the spatial impact of storms from the south-east only focuses on the first storm.

During the first storm, simulated currents in the GoL were generally north-westward at the surface and turning more south-westward closer to the bottom. They evidenced the SPM -28-
export toward the south-western end of the shelf generated by winds from the south-east (Figure 9).

During these storms from the south-east, the resuspended SPM plume estimated from the model was flattened against the coast at the surface due to the direction of the current. The total SPM concentration of about 100 mg/l near the surface reached a few g/l at the bottom of the shallowest area (in agreement with measurements made by Palanques et al. (2008) which reached 3 g/l at 0.15 mab at a depth of 28 m in the western part of the Gulf during strong storms). The turbid plume was more extensive at the bottom than at the surface all over the GoL. Unlike the surface current, the simulated bottom currents slightly steered away from the coast and thus led to SPM cross-shore export. At the south-western end of the shelf (near Cap de Creus), strong currents combined with increasing SPM concentrations also resulted in off-shelf SPM export. Moreover, the SPM plume pattern observed and simulated several days after the storm all over the GoL (Figure 6) highlighted its long-lasting impact.

4.2.4. Sediment budget during the experimental period

We now present the contribution of both sand and mud to net variations in the sediment bed simulated at the end of the experiment, i.e. after the two storms (Figure 10). As can be seen in Figure 8, simulated variations were driven by the two storms, and the sediment balance in Figure 10 was consequently about twice that induced by one storm.
At the PRODELTA scale, significant erosion of sand and mud reaching in total up to 10 cm was simulated down to the 20 m isobath. Depositions reaching ±3 cm were simulated around the 50 m isobath mainly driven by sand dynamics. There is also a sand deposition area reaching up to 10 cm right at the river mouth. Net sediment changes were higher in the PRODELTA area than in the GoL, where neither deposition nor erosion exceeded 3 cm.

At the PRODELTA scale, both sands and mud were responsible for the main variations in the bed (Figure 10). However, modelled sediment exports were dominated by mud (Figure 8). Throughout the period, exports of mud from the PRODELTA domain were twice as high as exports of sand. Each of the two storms induced an export from the PRODELTA area of about 2.1 Mt of sediment (which corresponds to 3.5 times the Rhone River solid discharge).

Some of the resuspended sand was not exported far from the coast, depositing down to the 25 m isobath (Figure 10). In contrast, only a few mud deposition areas were simulated on the PRODELTA domain; resuspended mud was mainly exported out of the PRODELTA domain. Mud erosion areas were simulated around the 20 m isobath where the wave impact was still strong and where the mud fraction increased (Figure 1).

At the GOL scale, variations in the bed were mainly simulated around the 50 m isobath in muddy areas (Figure 1 and Figure 10). Main mud deposition areas were also simulated directly downstream from the same isobath.

During the whole period, about 4.4 Mt of sediments were exported out of the PRODELTA domain (Table 2), whereas only 0.5 Mt were discharged by the Grand Rhone (0.05 Mt by the Petit Rhone). Moreover, only 34% of the particulate matter discharged by the Grand Rhone accumulated in the prodelta. The Rhone River prodelta was thus deficient in mud in the simulation during the SCOPE experiment as solid discharge supplied only 6% of the mass that was eroded and exported. Fine sediments were rapidly dispersed over the GoL. About half the solid discharge from the Rhone River was exported out of the GOL. This rapid
dispersion also resulted in the export of about 6 Mt of bed sediments. The GoL was thus
deficient during the simulation period.

5. Discussion

Concerning the influence of wave forcing on the current, Figure 11 shows that during
energetic events, wave forcing should not be disregarded. It may even be predominant close
to the mouth of the Rhone River. Modelled wave-induced circulation was relatively high
during the peak of each storm event. Major currents were generated by the waves upstream of
the 20 m isobath and reached their maximum (approximately 0.8 m/s) near the mouth of the
Rhone River close to the 5 m isobath. Two main current branches were simulated along the
coast. The first one ran north-eastward on the east side of the river mouth while the second
one ran westward on the west side of the river mouth. Although the comparison at the ADCP
location at 18 m depth may not the most appropriate to validate the impact of the wave
forcing in the model (Figure 11), the comparison between simulated and measured depth-
averaged velocity proved to be better when the wave forcing was added (e.g. the relative
error (SI) was about 5% lower).

Wave-induced current is likely to have an influence on sediment transport, particularly on the
export of sediment from the prodelta region shallower than 20 m. However, the horizontal
resolution of the model limits the ability to accurately reproduce wave-current interactions.
The resolution needs to be fine enough to allow simulation of both shoaling and wave-bottom
processes when the waves reach the coast (i.e. less than 100 m). Thus, with a resolution of 1.2
km, the wave forcing in the GOL domain was not well represented and the effect on the
circulation was much too small. The model exhibited marked discontinuity in sedimentation
at the western boundary between the GOL and the PRODELTA (Figure 10), which was
mainly due to wave-induced current discontinuity between the two domains. Consequently, it was the change in resolution that induced rapid deposition of the sands during the advection through the boundary. This observation underlines the need to run a high resolution hydrodynamic and sediment transport model in the area of primary interest. Hence, sediment fluxes could have been accurately estimated in the PRODELTA area, whereas sediment transport (particularly transport of sand) could have been underestimated close to the coast in the GOL area.

Sediment resuspension played a major role in the dispersion of riverine sediment in the study area during the SCOPE experiment. Resuspension from the prodelta implies an earlier phase of sediment deposition. Drexler and Nittrouer (2008) highlighted the lack of temporal coherence between Rhone River discharge and meteorological/oceanographic conditions in the GoL and its impact on the deposition of riverine sediment close to the river mouth. During the SCOPE experiment, the storms and the peaks of solid discharge are indeed not in phase (Figure 2).

However, a rapid dispersion of the Rhone River material was simulated during the experiment showing that only about 34% has been stored in the prodelta. Based on radionuclide analyses, Noël (1996) estimated the Rhone River sediment storage in an area of 30 km² downstream the river mouth to be about 54 % and Lansard (2005) estimated the Rhone River plutonium storage on an area equivalent to the PRODELTA domain (~500 km²) to be about 85%. The storage estimate made for our experiment, which was mainly influenced by resuspension events, cannot be compared with the estimation made over long time scales influenced by flood supply. Indeed, the SCOPE experiment period was not representative of the Rhone River discharge climatology. No flood was experienced during the SCOPE experiment, resulting into a discharge of only 0.5 Mt of sediment, compared to the 10 Mt of fine sediment supplied on average by the Rhone River each year (Bourrin and
Durrieu de Madron, 2006). On the contrary the SCOPE experiment period was representative of the wave forcing climatology in the GoL. Offshore the Rhone prodelta (43° N, 5° E), the storm-driven westward waves, with heights greater than 3 m occurred 2.3 % of the time between 1992 and 2002 (The Medatlas Group: Gaillard et al., 2004) and during the SCOPE experiment those conditions happened 2.4 % of the time. This could partially explain why the model estimated the Rhone prodelta to be highly in deficit of sediment during the three month period.

Since modelled and estimated sediment budget at the mooring station were in agreement, we believe that the larger scale sediment budgets estimated by the model are meaningful. We however acknowledge that both the model calculations and the data contain uncertainties which could lead to an overestimation of the sediment export fluxes, which indeed are very high. If the data comparison at the mooring site provides confidence in the model output, then it should be noted that ADCP backscatter calibration could have induced a bias in the SPM concentration estimation (cf. appendix A). Also, if the measurement of the seabed evolution is expected to have zero bias, then the good agreement between the depth of erosion from the model and from the data does not necessarily mean that the mass eroded is consistent. Indeed, the mass eroded is dependent on the sediment porosity, and thus on the level of compaction of the seabed. Finally, although great care has been taken to choose the various parameters of the model, these could have suffered from data uncertainties and limitations. Several assumptions have also been made while implementing the model. For example, consolidation processes have not been taken into account in the model and this could have led to an underestimation of the erosion threshold for cohesive sediment, and therefore an overestimation of erosion fluxes.

6- Conclusion
In this study, a sediment transport model was developed and implemented in the Gulf of Lions. Particular attention was paid to resuspension in the Rhone River prodelta and its impact over the whole GoL. For this purpose, a high resolution AGRIF zoom centred on the Rhone prodelta was embedded in a regional model of the GoL. The model was used to simulate the SCOPE experiment. This experiment, which took place during the winter 2007/2008, consisted of measuring hydro-sedimentary parameters with a mooring station composed of a current profiler (ADCP) and an altimeter (acoustic transducer) located near the Rhone prodelta.

The experimental period was characterised by two strong storms from the south-east and data analysis highlighted the strong impact of these storms. Indeed, the signals of current, SPM concentration and bed elevation showed the greatest variation during the storm events. The combined effect of strong south-westward currents and north-westward waves had a major impact on the seabed. Erosion of bed material (about 2 cm) and an increase in suspended material (up to about 50-100 mg/l) in the water were observed during each storm.

This study highlighted the major influence of storms from the south-east on the whole GoL shelf and particularly on the Rhone prodelta. The high erosion capacity (due to waves) combined with strong currents (due both to winds and waves) resulted in a strong export capacity. It was also shown that the same forcing variables were responsible for the rapid dispersion of the Rhone River material. Rhone River sediment trapped over the Rhone prodelta may be subject to strong resuspension during episodic events. This experiment thus demonstrated that the Rhone River plume is not the only main export driving mechanism for Rhone River sediment.

In the future it would be interesting to simulate a longer period or periods during which the influence of the Rhone River is stronger. Such simulations could help quantify the respective
impacts of the two Rhone River sediment export pathways (direct exportation by the plume or deposition/erosion/exportation) with different atmospheric forcing at a long time scale.

The comparisons presented in this study between model outputs, and both the mooring data and the satellite images, were used to parameterise the settling velocity of fine sediments. Other sets of data have also been used to set up the sediment transport model (Dufois, 2008). However, the vertical SPM concentration profiles used to set up the model depends on both the settling velocity and the turbulent vertical mixing. Further investigation should be carried out in order to validate the turbulent mixing model in the region. This would lead to a better parameterisation of the settling velocity.

This study also underlined the need to consider wave forcing over circulation particularly close to the Rhone River mouth. However, in the present study, wave forcing was implemented in a simplified way (i.e. two-dimensional forcing). In the future, a more realistic three-dimensional formulation of the wave forcing will be necessary for a detailed investigation of its effect on the sediment dynamics.
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Appendix A: ADCP calibration

The mass concentration $M$ is linked to the ADCP signal in the whole water column by the following equation (Tessier, 2006; Tessier et al., 2008):
where \( IV_r \) is the relative volume backscattering index and \( a \) and \( b \) are calibrated by linear regression using measurements of mass concentration acquired conjointly with the ADCP measurements.

In our experiment, the turbidity measured by the turbidimeter in the first cell of the ADCP was used to determine \( a \) and \( b \). However, the turbidimeter itself was not calibrated with the sediment of the area. Only two old calibrations implemented in the “Bay of Mont Saint-Michel” (English Channel, France) are available for that particular turbidimeter. Nevertheless, the value of 7 NTU obtained in clear water provided information for our calibration. Thus, with this value, the turbidimeter calibrations become \( M(\text{mg/l}) = a[M(\text{NTU})-7] \) with \( a = 1.32 \) or \( a = 2.95 \) (\( R^2 = 0.99 \) for both calibration with SPM concentration ranging from 0 to 2000 mg/l). The slope \( a \) being a varying parameter, the ADCP calibration is done with the following equation:

\[
10\log_{10}(M(\text{NTU}) - 7) = a.IV_r + b
\]

So that finally: \( M(\text{NTU}) = 10^{0.62.IV_r + b} + 7 \) or \( M(\text{mg/l}) = a(10^{0.62.IV_r + b})^{10} \)

The calibration of the ADCP using the turbidimeter is shown in Figure 12. However, the turbidimeter was rapidly fouled so that only about one month of measurements could be used. Moreover, even within this one month some turbidimeter measurements were disregarded (grey dots in Figure 12) as they did not fit well with the calibration. Finally, given the limited range of SPM concentrations, the resulting calibration was quite good (\( R^2 = 0.73 \)) with a slope of 0.62 in agreement with the range of values (0.4 to 1.15) obtained by Gartner et al. (2004). The calibrated ADCP signal was able to reproduce (at least in the first cells) turbidity measurements (Figure 13). In Figure 13, the grey area corresponds to the time series that was
disregarded in the calibration (grey dots in Figure 12). The period probably coincides with the beginning of fouling. At the end of the period, fouling continued but its influence was less due to the marked increase in the in situ SPM concentration. The period with the highest SPM concentration was consequently used.

To compare the model output with the ADCP measurement, we had to choose the $\alpha$ parameter. For the present study, we assumed that $\alpha=1.32$ keeping in mind that, as a result, the turbidity estimation could contain an error.

**Appendix B: Bottom shear stress**

In our study, the method to calculate the skin friction component of the total shear stress does not account for the influence of bedforms. Thus, skin friction $\tau_f$ is computed as follows considering a grain-size roughness $k_s=2.5D$ ($D$ is the maximum sand grain-size encountered on the surficial sediment).

Firstly, the current induced shear stress is calculated by:

$$\tau_c = \rho u_*^2 \quad \text{avec} \quad u_* = \frac{\kappa u(z)}{\ln(z/z_0)} \quad (11)$$

where $\rho$ is water density, $z$ is the height of the first layer above the bottom, $u(z)$ is the associated speed, and $\kappa$ is the Von Karman constant (0.4).

Secondly, the wave induced shear stress is computed from the wave parameters ($h_s$: the significant wave height, $T_p$: the peak period) given by the wave models:

$$\tau_w = 0.5 \rho f_w U_b^2 \quad (12)$$
With $f_w=0.3$ if $A / k_s < 1.57$ and otherwise $f_w = 0.00251 \exp(5.21(A / k_s)^{-0.19})$ (Swart, 1974).

$U_b$ is the orbital velocity of the swell on the bottom, and $A$ is the orbital half-excursion near the bottom ($A = \frac{U_b T_p}{2\pi}$). The orbital velocity $U_b$ is computed as follows:

$$U_b = \frac{\pi h}{\sqrt{2T_p \sinh(2\pi h / L)}}$$  \hspace{0.5cm} (13)

where $L$ is the wave length.

The formulation of Soulsby (1997) is finally used to take non-linear wave-current interactions into account:

$$\tau_m = \tau_c [1 + 1.2\left(\frac{\tau_m}{\tau_c}\right)^{1.2}]$$  \hspace{0.5cm} (14)

and

$$\tau_{sf} = [(\tau_m + \tau_c \cos \phi)^2 + (\tau_m \sin \phi)^2]^{0.5}$$  \hspace{0.5cm} (15)

where $\tau_m$ represents the average shear stress in the direction of the current, and $\phi$ is the angle between the current and wave directions. $\tau_{sf}$ is thus the maximum shear stress generated during a wave period.

**Appendix C: Statistical parameters**

Simulations were evaluated using the Correlation Coefficient ($COR$), the bias ($BIAS$), the Root Mean Square Error ($RMSE$) and the Relative Root Mean Square Error, also called Scatter Index ($SI$).

If $x_i$ is the measured value at time step $i$, $y_i$ the simulated value at the same time step, $\bar{x}$ and $\bar{y}$ are respectively the mean values of $x_i$ and $y_i$ for the $N$ time steps, this gives:
\[
COR = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{N} (x_i - \bar{x})^2 \sum_{i=1}^{N} (y_i - \bar{y})^2}}
\]

\[
SI = \frac{\sum_{i=1}^{N} (x_i - y_i)^2}{\sum_{i=1}^{N} x_i^2}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (x_i - y_i)^2}{N}}
\]

\[
BIAS = \bar{y} - \bar{x}
\]
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Figure 1: Study site and sediment facies (% sand fraction) in the coarse resolution model domain GOL and in the fine resolution model domain PRODELTA. The boundaries of the
first nested SWAN (into WW3) are shown as grey dotted boxes. The boundaries of the finer nested SWAN and MARS-3D domain are also shown as black boxes. The white star shows the location of the La Balancelle station. Isobaths 20, 60, 160, 200 and 2000 are plotted.

Figure 2: Hydrodynamics and meteorological conditions at La Balancelle Station. (a) Measured Rhone River discharge, (b) wind (intensity and direction) according to the Météo-France ALADIN reanalysis, (c) significant wave height $h_s$, (d) mean wave period $T_m$, (e) current sampled every 6 hours at three different levels within the water column (2, 9 and 16 metres above the bottom (mab)), (f) and (g) respectively the direction (Dir) and magnitude (U) of the depth averaged (from 2 to 16 mab) velocity. From (e) to (g) ADCP measures are plotted in red, while modelled values are plotted in blue.

Figure 3: Sediment dynamics at La Balancelle station. (a) Modelled total bed shear stress $\tau_{of}$ (black) and wave induced bed shear stress $\tau_w$ (grey). SPM concentration in the water column estimated by ADCP (b) and modelled (c). (d) SPM concentration at 2 mab estimated by ADCP (black) and modelled (grey). (e) bed variation measured with the ALTUS altimeter (black) and modelled (grey). For (c), the signal near the surface (10% of the water height) was removed as the air-sea interface resulted in a high backscattering level. Cells where velocities were not determined were also removed.

Figure 4: Cumulative suspended sediment flux at 2 mab (a) and depth-averaged (from 2 to 16 mab) cumulative suspended sediment flux (b) during the SCOPE experiment. In situ measurements are in black and modelled estimates in grey. The dates of the storms are indicated between the two graphs. The peaks of the two storms from the south-east occurred on the 20th of November 2007 at midnight and on the 4th of January 2008 at 6 am.
Figure 5: (a) Modelled significant wave height (m)(shaded areas) and wind (m/s)(arrows), and (b) modelled bed shear stress $\tau_{sf}$ (N/m²) the 20th of November 2007 at midnight. Isobaths 20, 50, 100 and 160 m are shown.

Figure 6: Surface SPM concentration (mg/l) estimated by MODIS (on the left) and modelled (on the right) at noon for the 23rd November 2007 (a)(b) and the 25th November 2007 (c)(d). Météo-France Aladin winds are also represented (arrows). The peak of the storm from the south-east occurred on the 20th November 2007 at midnight.

Figure 7: Mean surface SPM concentrations (mg/l) estimated by MODIS during the experiment (a) and computed by the model during the corresponding days (b). (c) Correlation COR (%) and (d) relative error SI (%) between satellite data and model results for surface SPM concentrations.

Figure 8: Modelled particulate matter budget for sand and mud throughout the PRODELTA domain during the SCOPE experiment.

Figure 9: Situation simulated for the 20th November 2007 at midnight. SPM (sands+mud) concentration (colour scale) and currents (arrows) at the surface (ab) and at the bottom (cd). The 20, 50, 100 and 160 m isobaths are shown.

Figure 10: Variations in mud levels (ab) and sand levels (cd) during the whole simulation period (deposition >0 and erosion <0). 20, 50, 100 and 160 m isobaths are shown.
Figure 11: Situation on 20th November 2007 at midnight. (a) Depth-averaged current and (b) wave-induced component of the depth-averaged current (m/s) computed by the model. 20, 50 and 100 m isobaths are shown.

Figure 12: Scatter plot of $10\log_{10}(\text{SPM(NTU)}-7)$ estimated by the turbidimeter versus the relative volume backscattering index $IV_r$(dB) given by the ADCP. The equivalence of the values on the y-axis is given in NTU on the right-side of the axis. The grey dots were not used for calibration (grey line).

Figure 13: Time series of SPM (NTU) measurements from the optical turbidimeter (grey) and from ADCP acoustical measurements (black). The grey area corresponds to the period that was not used for calibration (grey dots on Figure 12).

Table 1: Statistical parameters (detailed in appendix C) of the comparison between modelled variables and variables measured in situ at the mooring station. Statistics over the whole time series are reported in plain and over energetic periods ($h_e>2$ m) in bold. $U$ and $\text{Dir}$ are the magnitude and direction of the depth averaged velocity (from 2 mab to 16 mab). SPM is the suspended sediment concentration at 2 mab. N.B.: for direction $\text{Dir}$, the Scatter Index (SI) has no sense.

Table 2: Sediment budget during the SCOPE experiment (Mt). Mud I corresponds to mud initially present on the bed. Mud II corresponds to mud discharged by the Rhone River. Sands include the two sand classes.
<table>
<thead>
<tr>
<th>Variable</th>
<th>COR</th>
<th>BIAS</th>
<th>RMSE</th>
<th>SI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$ (m/s)</td>
<td>0.47/0.64</td>
<td>-0.07/1.2</td>
<td>6.1/7.4</td>
<td>0.54/0.35</td>
</tr>
<tr>
<td>$\text{Dir}$ (°)</td>
<td>0.73/0.76</td>
<td>17.1/-4.6</td>
<td>87.8/51.7</td>
<td></td>
</tr>
<tr>
<td>$h_s$ (m)</td>
<td>0.94/0.81</td>
<td>0.01/0.01</td>
<td>0.23/0.39</td>
<td>0.21/0.12</td>
</tr>
<tr>
<td>$T_m$ (s)</td>
<td>0.81/0.67</td>
<td>-0.44/-0.23</td>
<td>0.80/0.39</td>
<td>0.19/0.07</td>
</tr>
<tr>
<td>SPM (mg/l)</td>
<td>0.76/0.66</td>
<td>0.98/9.6</td>
<td>12.3/33.9</td>
<td>0.67/0.63</td>
</tr>
<tr>
<td></td>
<td>Mud I</td>
<td>Mud II</td>
<td>Sands</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>-------</td>
<td>--------</td>
<td>-------</td>
<td></td>
</tr>
<tr>
<td><strong>Discharge</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rhone River</td>
<td>0</td>
<td>+0.55</td>
<td>+0.055</td>
<td></td>
</tr>
<tr>
<td><strong>Sediment storage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRODELTA domain</td>
<td>-2.7</td>
<td>+0.17</td>
<td>-1.4</td>
<td></td>
</tr>
<tr>
<td>GOL domain</td>
<td>-6.1</td>
<td>+0.30</td>
<td>+0.06</td>
<td></td>
</tr>
<tr>
<td><strong>Export</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRODELTA domain</td>
<td>+2.7</td>
<td>+0.33</td>
<td>+1.4</td>
<td></td>
</tr>
<tr>
<td>GOL domain</td>
<td>+6.1</td>
<td>+0.25</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

A 3D sediment transport model is developed
The hydro-sedimentary *in situ* SCOPE experiment is presented
The model is validated using the various *in situ* data
The impact of winter storms over the Rhone prodelta is assessed
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[Image: Map of the Rhone region, showing locations of Petit Rhone, Arles, Grand Rhone, Marseille, Cap de Creus, and La Balancelle. The map includes a color scale for depth.]
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$y = 0.619 \cdot IV_r - 38.4$, $R^2 = 0.73$. 

$10^\log_{10}[SPM(NTU)-7]$ vs $IV_r$ (dB)