Diagnosing Surface Mixed Layer Dynamics from High-Resolution Satellite Observations: Numerical Insights
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ABSTRACT

High-resolution numerical experiments of ocean mesoscale eddy turbulence show that the wind-driven mixed layer (ML) dynamics affects mesoscale motions in the surface layers at scales lower than \(O(60 \text{ km})\). At these scales, surface horizontal currents are still coherent to, but weaker than, those derived from sea surface height using geostrophy. Vertical motions, on the other hand, are stronger than those diagnosed using the adiabatic quasigeostrophic (QG) framework. An analytical model, based on a scaling analysis and on simple dynamical arguments, provides a physical understanding and leads to a parameterization of these features in terms of vertical mixing. These results are valid when the wind-driven velocity scale is much smaller than that associated with eddies and the Ekman number (related to the ratio between the Ekman and ML depth) is not small. This suggests that, in these specific situations, three-dimensional ML motions (including the vertical velocity) can be diagnosed from high-resolution satellite observations combined with a climatological knowledge of ML conditions and interior stratification.

1. Introduction

Conventional altimetric observations that capture sea surface height (SSH) structures only down to mesoscale, \(O(100 \text{ km})\), provide estimates of surface currents at these scales using geostrophy (Dohan and Maximenko 2010). Recent studies however stirred interest for smaller scales down to \(O(10 \text{ km})\) because of their contribution to vertical transports and impact on large-scale ocean properties via nonlinear interactions (Capet et al. 2008b; Klein et al. 2008; Lévy et al. 2010). Within this context future altimetric missions, such as the Surface Water and Ocean Topography (SWOT) mission, which aims at a tenfold improvement of spatial resolution (Fu and Ferrari 2008), combined with high-resolution satellite imagery (Kudryavtsev et al. 2012), offer promising perspectives.

Numerical studies have examined the potential of high-resolution SSH to diagnose such small-scale motions, including the vertical velocity field (Isern-Fontanet et al. 2006, 2008; Klein et al. 2009). The methods employed rely on adiabatic quasigeostrophy (QG) [and more precisely on surface QG (SQG), see Lapeyre and Klein (2006)], which only requires knowledge of the ocean interior large-scale potential vorticity (PV). These methods appear to successfully capture three-dimensional motions down to \(O(10 \text{ km})\) within the first 500 m below the surface mixed layer (ML). They, however, fail to retrieve ML motions (Isern-Fontanet et al. 2008; Klein et al. 2009), which motivates the present work.
We address this issue with high-resolution simulations of mesoscale turbulence (described in section 2a). Departures of ML motions from adiabatic QG are observed in the simulations only for scales smaller than 60 km, with opposite consequences on horizontal and vertical flow variances (section 2b). The analytical development, in section 3, that relies on a scaling analysis and on simple dynamical arguments, provides a physical understanding and a parameterization for these departures in terms of vertical mixing and ML depth. The results suggest that, in situations where the surface eddy velocity scale is much larger than the wind-driven velocity and for \( O(1) \) Ekman number [i.e., an \( O(1) \) ratio between the Ekman depth and the depth scale of geostrophic motions affected by ML dynamics, i.e., the ML depth], ML motions (including the vertical velocity) can be diagnosed using high-resolution satellite observations provided some knowledge of large-scale ML characteristics (section 4) and interior stratification.

2. Numerical results

a. Simulations

Two high-resolution (2 km in the horizontal and 100 vertical levels) simulations of forced oceanic mesoscale turbulence (in a 1000 km \( \times \) 2000 km domain with a 4000-m depth) are analyzed. The mesoscale eddy field is produced by the instability of a large-scale baroclinic westerly flow in a zonal \( \beta \)-plane channel centered at 45°N (corresponding to a Coriolis frequency \( f = 10^{-4} \text{s}^{-1} \)). The total eddy kinetic energy is in statistical equilibrium after a spinup of 400 days corresponding to a root-mean-square (rms) value of the surface eddy velocity: \( u_{Eddy} = 0.2 \text{m s}^{-1} \) [see Klein et al. (2008) for a description of the characteristics of the turbulent eddy field]. The first simulation (described in Klein et al. 2009) includes an active mixed layer with a depth \( \delta = 65 \text{m} \), whose characteristics are fully described in Danioux et al. (2011). The mixed layer is forced by uniform air–sea fluxes that include a wind stress (Fig. 1) using a realistic wind time series. This time series comes from meteorological data sampled every 3 h on the weather ship KILO located in the North Atlantic [see Klein et al. (2004) for a description of these data]. The wind direction and amplitude significantly vary in time (Fig. 1). Using an rms value of the windstress, \( \tau_{rms} = 10^{-4} \text{m}^2 \text{s}^{-2} \), leads to a mean wind-driven velocity \( u_{w} = \tau_{rms}/\rho f^2 \approx 1.5 \times 10^{-2} \text{m s}^{-1} \) and a ratio \( u_{Eddy}/u_{w} \approx 13 \). The mean turbulent vertical viscosity within the ML is \( A_v = 4 \times 10^{-2} \text{m}^2 \text{s}^{-1} \) leading to an Ekman depth, \( \delta_e = (2A_v/\rho f^2)^{1/2} \approx 30 \text{m} \). Model outputs are low-pass filtered to eliminate near-inertial motions. The second simulation has no air–sea flux and, thus, no ML (as in Klein et al. 2008) and is used to contrast physical processes present with and without a mixed layer.

![Fig. 1. Time series of three-hourly (gray curves) x and y components of the wind stress used in the ML simulation; time-averaged values of x and y wind stresses are \( -2 \times 10^{-3} \text{m} \text{s}^{-2} \) and \( -6 \times 10^{-3} \text{m} \text{s}^{-2} \), respectively. The wind stress rms value \( \tau_{rms} \) is close to \( 10^{-4} \text{m}^2 \text{s}^{-2} \). The black curves are the time series averaged over 24 h.](image-url)
who analyzed a numerical simulation with a different configuration.

b. Horizontal and vertical motions in the upper ocean

Model motions are first compared with those diagnosed from adiabatic QG. Within this framework surface horizontal motions observed in the simulation \( \mathbf{u}_s \), are compared with the geostrophic motions \( \mathbf{u}_g \) estimated as \( \mathbf{u}_g = gf^{-1}\mathbf{k} \times \nabla \eta \) (with \( \eta \) the sea surface height, \( g \) the gravity constant, and \( \mathbf{k} \) the unit vertical vector).

Vertical motions at 40 m \( w_{40} \), are compared with those diagnosed from the Omega equation (Hoskins et al. 1978; Pollard and Regier 1992; Rudnick 1996; Giordani and Caniaux 2005; Nagai et al. 2006) forced by the kinematic deformation component of the \( \mathbf{Q} \) vector

\[
N^2 \Delta w_{QG} + f^2 \frac{\partial^2 w_{QG}}{\partial z^2} = \nabla \cdot \mathbf{Q}_{kd}.
\]
with \( Q_{\text{ad}} = (V_{\text{u}})' \cdot V_{\rho} \); \( N \) is the Brunt–Väisälä frequency, \( \text{u}_n \) the nondivergent part of horizontal motions, and \( V \) the horizontal gradient operator. Departures of near-surface 3D motions from adiabatic QG are best understood in horizontal spectral space.

With a mixed layer, the spectrum of surface horizontal motions \( \text{u}_s \) (red curve on Fig. 3b) is comparable to the \( \text{u}_g \) spectrum (black curve on Fig. 3b) for scales between 60 and 600 km with a slope close to \( K^{-2} \), with \( K \) the wavenumber modulus. For smaller scales, however, the \( \text{u}_s \) spectrum is steeper than the \( \text{u}_g \) spectrum, which indicates a departure from geostrophy. In physical space, the differences between \( |\text{u}_s| \) and \( |\text{u}_g| \) (not shown) mostly appear in thin structures. The \( \text{u}_s \) energy level is about 20% smaller than that of the \( \text{u}_g \) energy level for scales smaller than 100 km. At last the spectral coherence between \( \text{u}_s \) and \( \text{u}_g \) (Fig. 3d) remains remarkably close to one down to scales of about 15 km. Without ML on the other hand, \( \text{u}_s \) and \( \text{u}_g \) spectra (Fig. 3a) are almost identical [with a \( K^{-2} \) slope over a large spectral range as already reported in Klein et al. (2008)]. The spectral coherence between \( \text{u}_s \) and \( \text{u}_g \) is slightly better without ML and remains close to one down to wavelengths of 8 km (Fig. 3c). Surface currents without ML are therefore almost in geostrophic equilibrium even in the small-scale range, contrary to what is observed in the simulation with an ML.

The spectrum of vertical velocity at 40 m (i.e., \( w_{40} \)) in the simulation with ML (black curve on Fig. 4b) overlaps the spectrum of the vertical velocity (i.e., \( w_{\text{OG}} \)) diagnosed from (1) (blue curve on Fig. 4b) for scales larger than 60 km. For smaller scales, the \( w_{40} \) spectrum is more energetic than the \( w_{\text{OG}} \) spectrum indicating a departure from OG. This departure corresponds to a 4 times increase of variance and is opposite to what occurs for horizontal motions (displayed by Fig. 3b). The spectral coherence between \( w_{40} \) and \( w_{\text{OG}} \) is above 0.6 only for scales greater than 60 km (Fig. 4d). Without the ML, the \( w_{\text{OG}} \) spectrum is closer over the entire spectral range to

![Fig. 3. Surface velocity spectrum estimated from the SSH using geostrophy (black curve), from the surface velocity (red curve) (a) without and (b) with ML. Units on the vertical axis are in m³ s⁻². On the horizontal axis, \( k = 10^{-4} \text{ rad m}^{-1} \) corresponds to a wavelength of 60 km. (c),(d) Spectral squared coherence between the geostrophic velocities and the surface velocities without (c) and with ML (d). Gray shadings represent 95% confidence intervals. Spectra are 2D and summed over \((k_x, k_y)\) with equal total wavenumbers \( k = \sqrt{k_x^2 + k_y^2} \).](image-url)
the spectrum of $w_{40}$ observed in the simulation (Fig. 4a). The coherence between $w_{40}$ and $w_{QG}$ is above 0.6 down to 20-km wavelengths (Fig. 4c). Without the ML, vertical motions are therefore well diagnosed using the adiabatic QG framework, which is remarkable since the Rossby number in the surface layers is significant.

A step toward explaining the departures of ML motions from the adiabatic QG diagnosis is made by searching in the momentum equations what terms, other than pressure and Coriolis ones, make the wind-driven ageostrophic motions significant. First, nonlinear advection terms involving only geostrophic motions are unlikely at work since results without an ML indicate a close geostrophic equilibrium over a large spectral range. A detailed analysis of the equations governing the wind-driven ageostrophic motions [see appendix (A1) and (A2)] indicate that these motions are controlled by other nonlinear advection terms involving both geostrophic and ageostrophic motions (these nonlinear terms are usually related to the nonlinear Ekman effects, as noted by Stern 1965; Niiler 1969; Klein and Hua 1988; Thomas and Rhines 2002), and by the QG friction terms, for example, $A_x u_{gc}$ (Garrett and Loder 1981; Nagai et al. 2006). These studies showed that both nonlinear Ekman and QG friction effects preferentially operate in frontal regions with small length scales.

In the present study surface motions with scales larger than $O(60\text{ km})$ are not affected by wind-driven ML dynamics. Only smaller-scale motions are affected. The vertical scale of these small-scale horizontal geostrophic motions is actually consistent with the ML depth $H$ [using $N/f \approx 35$, see also (3)]. Then, using $H$ as the depth scale of the geostrophic motions affected by the wind-driven ML dynamics, the resulting Ekman number (related to the ratio between the Ekman depth $\delta_e$ and the depth scale of the geostrophic motions affected by the ML dynamics) is $\text{Ek} = \delta_e^2/H^2 = 0.2$. A scaling analysis (see appendix) indicates that, because of the $O(1)$ nondimensional parameters (Ek, Ro) and the large ratio $u_{Eddy}/u_{sp}$, the QG friction terms should dominate over nonlinear advective terms. A further confirmation is given by the strong correlation between the ML vertical motions and the Laplacian of density at small scales (Fig. 4d), as expected when QG friction terms dominate.

![Fig. 4. Spectra of $w_{40}$ (black), $w_{QG}$ (blue), $w_m$ (red), and $w_{QG} + w_m$ (cyan) (a) without and (b) with ML. Units on the vertical axis are in $\text{m}^3\text{s}^{-2}$. On the horizontal axis, $k = 10^{-2} \text{rad m}^{-1}$ corresponds to a wavelength of 60 km. (c),(d) Squared coherence between $w_{40}$ and $w_{QG}$ (blue), $w_m$ (red) and $w_{QG} + w_m$ (cyan) without (c) and with ML in (d). Gray shadings represent 95% confidence intervals.](image-url)
(Garrett and Loder 1981; Nagai et al. 2006), and not with the density gradient or \( \zeta \) gradient as when nonlinear Ekman effects dominate (see Stern 1965; Klein and Hua 1988; Thomas and Rhines 2002). QG friction terms are consequently expected to be the leading order terms controlling ageostrophic motions and therefore only vertical mixing terms are retained in the subsequent analysis. The relative success of the analysis is another confirmation that it is an appropriate choice.

3. Impact of vertical mixing

A vertical average of the linear momentum equations over the ML depth \( H \) (assumed constant over the whole domain) with the boundary conditions \( A_v \partial_z \mathbf{u}(z = 0) = \tau/\rho_o \) and \( A_v \partial_z \mathbf{u}(z = -H) = 0 \) \( (A_v \) is the viscosity) leads to

\[
-k \times \mathbf{u} = -\frac{1}{\rho_o} \mathbf{v}p(x, y, z) \, dz/H + \frac{\tau}{\rho_o} \mathbf{H},
\]

with \( \mathbf{u} \), the estimated total horizontal current (including both geostrophic and ageostrophic components) averaged over the ML, and \( \tau \) the wind stress. The pressure gradient \( \mathbf{v}p \) is assumed to be determined by the mesoscale turbulent eddy dynamics. The ML depth is related to vertical mixing and therefore to wind stress. Thus, (2) is forced by the eddy field through \( \mathbf{v}p \) and the large-scale wind stress through \( \tau \). We assume that pressure can be estimated from the SSH using modified SQG relations which account for the interior PV through an effective Brunt–Väisälä frequency \( N_e \).\footnote{SOQ relations are based on the PV inversion assuming zero PV in the interior and a nonzero surface PV given by either the SSH or surface density anomalies (Held et al. 1995; Hakim et al. 2002). Modified SQG relations are identical to original SQG relations except for the use of a constant Brunt–Väisälä frequency \( N_e \) [that may differ from the observed one, \( N(z) \), which effectively takes into account the contribution from nonzero interior PV [see Lapeyre and Klein (2006), for the derivation]. Usually \( N_e \) corresponds to \( N(z) \) averaged over the first 300 m (Lapeyre and Klein 2006; Klein et al. 2008, 2009; Lapeyre 2009). These modified SQG relations have been used successfully in several studies (Isern-Fontanet et al. 2006; Klein et al. 2008; Isern-Fontanet et al. 2008; Klein et al. 2009; Lapeyre 2009).}

In horizontal spectral space the pressure is given by

\[
\hat{\mathbf{p}}(\mathbf{K}, z) = \frac{g}{f} \hat{\mathbf{v}}(\mathbf{K}) \exp \left( \frac{KN_e}{f} z \right),
\]

where the caret stands for the horizontal Fourier transform and \( \mathbf{K} = (K_x, K_y) \) is the wavenumber vector. After Fourier transforming (2) and using (3), we obtain

\[
\hat{\mathbf{u}}_r(K_x, K_y) = \hat{\mathbf{u}}_g(K_x, K_y, 0) \frac{f}{KN_e H} \left[ 1 - \exp \left( -\frac{KN_e H}{f} \right) \right].
\]

The wind stress does not explicitly appear in (4) since it is large scale and only scales smaller than \( O(500 \text{ km}) \) are considered here. Vertical mixing indirectly affects horizontal motions through \( H \). In (4) its impact is suggested to be stronger for small scales than for large ones as smaller scales (large \( K \) ) have smaller vertical extension \( (f KN_e \lesssim H) \) and are more efficiently damped. At last, the coherence between \( \mathbf{u} \), and \( \mathbf{u}_r \) is close to that between \( \mathbf{u}_g \) and \( \mathbf{u} \), since only the wavenumber modulus appears in (4).

With the ML, there is a remarkable resemblance between \( |\hat{\mathbf{u}}_g(K)|^2 \) (thick blue curve on Fig. 5), which is estimated from (4) using \( |\hat{\mathbf{u}}_g(K, 0)|^2 \) (black curve on Fig. 5), and the spectrum of the modeled surface velocity \( |\hat{\mathbf{u}}_g(K)|^2 \) (red curve on Fig. 5). This emphasizes the impact of the vertical mixing on horizontal motions with scales smaller than 60 km. The coherence between \( \mathbf{u} \) and \( \mathbf{u}_r \) is close to one, as mentioned earlier. Thus (4) provides an accurate estimate of \( \mathbf{u}_r \) based on SSH, the ML depth, and the effective Brunt–Väisälä frequency.

This relative success prompted us to analytically investigate the effects of mixing on vertical motions. For that purpose, we use the simple analytical solution of Garrett and Loder (1981), which is obtained from the
Omega equation forced by the mixing component of the $Q$ vector (see Giordani and Caniaux 2005; Nagai et al. 2006). This diabatic contribution to the $w$ field is proportional to the Laplacian of density $\nabla^2 \rho$ (Garrett and Loder 1981):

$$w_m = \frac{g}{f^2 \rho_0} A_v \nabla^2 \rho. \tag{5}$$

The $w_m$ patterns thereby predicted are fully aligned with and astride surface density fronts (Nagai et al. 2006). The turbulent viscosity $A_v$ is here set to a typical ML value of $4 \times 10^{-2} \text{m}^2 \text{s}^{-1}$. In Fig. 4b, the spectrum of $w_{\text{QG}} + w_m$ is quite close to the $w_{40}$ spectrum. The contribution of $w_m$ is actually dominant at small scales. The spectral coherence between $w_{\text{QG}} + w_m$ and $w_{40}$ (Fig. 4d) is larger than 0.8 for wavelengths down to 8 km. There is only a narrow range of scales from 60- to 30-km wavelengths where the spectral coherence decreases to 0.6. It seems therefore possible to significantly improve the SQG estimates of the vertical velocity field, in particular at small scales, by including the contribution from vertical mixing.

The concomitant increase of vertical motions and decrease of horizontal motions at small scales is consistent with the presence of intensified mixing at the surface and an attempt of the flow to maintain thermal wind balance against this mixing. In (3), indeed, it is suggested that the strength of geostrophic motions decreases with depth and that the decay rates are larger at smaller horizontal scales. As sketched in Fig. 6, vertical mixing smooths the vertical profile of the total horizontal motions by producing an ageostrophic component that reduces (enhances) the amplitude of these motions near the surface (at the bottom of the ML). This is consistent, overall, with lower $u_s$ variances, more pronounced for smaller scales and quantified by (4). Such viscous effects on horizontal motions tend besides to destroy the thermal wind balance. In response, a vertical circulation develops to decrease horizontal density gradients and restore the thermal wind balance [as expressed by (5)]. This is consistent with the $w$-variance increase observed in the small-scale range.

4. Discussion

The present study has analyzed the characteristics of a wind-driven mixed layer embedded in a mesoscale eddy field whose dynamics is mostly captured by the SQG dynamics. Results do indicate a departure of surface currents from geostrophy owing to the intense vertical mixing within the ML. For typical ML depths, horizontal scales below $O(60 \text{km})$ are affected. According to (4) and Fig. 5, the impact of vertical mixing at these scales should be weaker for shallower MLs and larger for deeper MLs. Then a question related to the motivation of this study is: do the present results suggest practical diagnoses of ML motions from satellite observations? Relation (4), which assumes that the mesoscale eddy field is well captured by the SQG dynamics, provides an estimate of horizontal currents from high-resolution SSH provided some knowledge of $N/f$ and ML depth $H$. Both quantities can be obtained either from climatology (de Boyer Montegut et al. 2004) or from the Argo float database (Holte and Talley 2009). Again, $N$ usually corresponds to $N(z)$ averaged over the first 300–400 m (Lapeyre and Klein 2006; Klein et al. 2008, 2009; Lapeyre 2009). The diabatic contribution of the vertical motions (i.e., $w_{\text{QG}}$) can be computed from SSH using the SQG methodology (i.e., $w_{\text{SQG}}$) as in Klein et al. (2009) [their Eqs. (1)–(4)]. On the other hand, the vertical diabatic contribution (i.e., $w_m$) can be assessed from (5) using the relation $A_v \approx 0.08 \pi f$ (Kundu and Cohen 2002). Characteristics of the wind stress $\tau$ can be obtained either from climatology or satellite observations (Kudryavtsev et al. 2012). Thus the value of $A_v \approx 4 \times 10^{-2} \text{m}^2 \text{s}^{-1}$ observed in the present study can be found from this relation using the wind stress value $\tau = 5 \times 10^{-5} \text{m}^2 \text{s}^{-2}$ that matches the wind characteristics of Fig. 1. Surface density may be inferred from satellite sea surface temperature insofar as salinity does not affect much surface density anomalies. The resulting estimate $w_m + w_{\text{QG}}$ is close to $w_{40}$, both in spectral (Fig. 7) and physical (Fig. 8) space, down to smallest scales. The overall results suggest that ML 3D motions with scales between $O(500 \text{km})$ and $O(10 \text{km})$ can be diagnosed from high-resolution SSH and SST. This is encouraging within the context of future high-resolution altimeter missions such as SWOT (Fu and Ferrari 2008).
The present results are based on several assumptions. First, they assume that the mesoscale/submesoscale field is captured by the SQG dynamics. Recent studies indicate that such a property is observed in regions with high eddy kinetic energy (Lumpkin and Eliot 2010). SQG turbulent fields are known to involve a large number of fronts/filaments (Held et al. 1995). This property is observed in our numerical simulation where density gradients can exceed $1 \text{ kg m}^{-3} (60 \text{ km})^{-1}$ as displayed in Fig. 9a. Although there are not many density gradient observations, some do show such values (see Table 1 in Capet et al. 2008b). The present results also assume that the wind-driven velocity scale is much smaller than the eddy velocity scale and that the Ekman number is not too small (which implies a dominance of the vertical mixing as indicated by the scaling analysis of the appendix).

In situations where the wind-driven velocity scale is close to the eddy velocity scale and the Ekman number much less than one (corresponding for example to large ML depths), results of the present study should be no more valid. In such situations the nonlinear Ekman effects may well dominate the viscous effects (Thomas and Rhines 2002). Diagnosis of ML 3D motions in such situations requires an extension of the present study using a much more detailed dynamical approach. Indeed, in situations with large ML depths that favor nonlinear Ekman effects, these effects may not always dominate.
Submesoscales have been actually found to quickly vary with a time scale close to $f^{-1}$ (in particular when the Rossby number is not small). Furthermore, wind direction also quickly varies at scales of $f^{-1}$ (see Fig. 1). So when considering a time scale longer than $f^{-1}$, the nonlinear Ekman effects may be inhibited by these high-frequency variations. This has to be further examined. On the other hand, with large ML depths, ML frontal dynamics can involve more complex physics (Boccaletti et al. 2007; Thomas and Ferrari 2008; McWilliams et al. 2009; Ferrari 2011; Thomas et al. 2013) such as mixed layer instabilities. This should also make the competition between nonlinear Ekman and viscous effects not straightforward. A last question is related to the wind stress spatial variability. In the present study wind stress is high frequency in time but uniform in space. The potential impact of a nonuniform wind stress has to be contrasted depending on the situation considered. In terms of the vertical velocity induced by the wind stress curl, a rough estimation indicates that a wind stress magnitude $\tau = 10^{-4} \text{m}^2\text{s}^{-2}$ varying over 20 km should produce a vertical velocity not greater than 4 m d$^{-1}$, a magnitude much smaller than those reported in the present study. So, nonuniform wind stress should have negligible impact in the present study, but in other situations, where the eddy velocity scale is close to the wind-driven velocity, this impact may have to be taken into account. All of these questions should be addressed in a future study.
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APPENDIX

Nonlinear Ekman Effects versus Viscous Effects (or QG Friction Terms)

As shown in this scaling analysis and in previous studies (Garrett and Loder 1981; Nagai et al. 2006; Stern 1965; Niiler 1969; Klein and Hua 1988; Thomas and Rhines 2002; Thomas and Ferrari 2008), three nondimensional parameters can be used to determine the relative importance of nonlinear Ekman effects and viscous effects on the ML dynamics: the Rossby number, the ratio $u_{\text{Eddy}}/u_{\text{w}}$, and the Ekman number related to the ratio between the Ekman depth and the depth scale of geostrophic motions affected by the ML dynamics (i.e., the ML depth).

We consider a wind-driven mixed layer embedded in a mesoscale eddy field. Motions are decomposed into geostrophic motions $\mathbf{u}_g$ and wind-driven ageostrophic motions $\mathbf{u}_a$. Assuming geostrophic motions are not affected by ageostrophic motions, the resulting primitive equations for $\mathbf{u}_a$ are

$$
\begin{align*}
&u_{at} + u_g u_{ax} + v_g u_{ay} + u_a u_{gz} - v_a (f - u_{gy}) = A_v u_{gz} + A_v u_{azz} \quad \text{and} \\
&v_{at} + u_g v_{ax} + v_g v_{ay} + v_a v_{gy} + u_a (f + v_{gx}) = A_v v_{gz} + A_v v_{azz}.
\end{align*} \tag{A1}
$$

$A_v$ is assumed constant, and $\mathbf{u}_a, \nabla \mathbf{u}_a$ negligible. Subscripts refer to partial derivatives. Ageostrophic motions are
thus driven by the QG friction terms \(A_u u_{ggcc}\), or the viscous effects, and the geostrophic current shears present in the nonlinear terms (related to the so-called nonlinear Ekman effects as noted by Stern 1965; Niler 1969; Klein and Hua 1988; Thomas and Rhines 2002). These terms statistically impact the Ekman transport through the factor \(f(f + \xi/2)\) with \(\xi\) the relative vorticity (Klein and Hua 1988). To better assess the impact of large \(\xi\) values, we have examined the probability density function (pdf) of \(f(f + \xi/2)\) [instead of \(f(f + \xi/2)\)] for the simulation with ML. This pdf is skewed (as the \(\xi\) pdf, see Fig. 9b) but does not exhibit much larger than 1: less than 10% of the total area concern values larger than 1.3/f. Then the approximation \(\xi/f \ll 1\) can be considered as valid. Note that the spectrum of \(u_{ggcc}\), which can be compared to the spectrum of ageostrophic motions, exhibits much smaller amplitudes (Fig. A1).

To proceed with this scaling analysis we consider the simple case of a meridional geostrophic jet [\(u_y = v_g(x, z)\) in thermal wind balance \(v_{gz} = -g \psi/f(p_0)\) and a uniform wind stress parallel to the jet \((\tau_x \neq 0, \tau_y = 0)\). We assume that \(A_u u_{ggcc}\) can be approximated as \(\tau_y/H\) (see Thomas and Ferrari 2008). Then, (A1) and (A2) become

\[-fv_a = A_u u_{ggcc}, u_a(f + v_{gx}) = A_u v_{ggcc} + \tau_y/H.\]  

Using \(u_a = u'_a + u_w\) (with \(u_w = \tau_y/fH\) the mean Ekman velocity), solutions of (A3) are

\[u'_a = \frac{A_u v_{ggcc} - u_w v_{gx}}{f + v_{gx}}\]  

and

\[u'_w = -w_z = A_v \left[\frac{v_{ggcc}}{f + v_{gx}} - \frac{v_{ggcc} v_{gxx}}{(f + v_{gx})^2}\right]
\]

\[-u_w \left[\frac{v_{gx}}{f + v_{gx}} - \frac{v_{gx} v_{gx}}{(f + v_{gx})^2}\right].\]

The presence of both \(u_w\) and the factor \((f + v_{gx})\) on the rhs of (A4)–(A5) is related to nonlinear Ekman effects. We can first ask whether viscous terms or \(u_w\) terms dominate in (A4), which leads to estimate the ratio

\[R = \frac{\left(A_u v_{ggcc}/f\right)}{\left(u_w v_{gx}/f\right)}.\]

The term \(A_u v_{ggcc}/f\) corresponds to the ageostrophic motion induced by the QG friction term (Thomas and Ferrari 2008) and \(u_w v_{gx}/f\) the ageostrophic motion due to the nonlinear Ekman effects. Using \(v_{gx} \approx u_{Eddy}/H^2\) and \(v_{gx}/f \approx \text{Ro}/2\) [valid for a turbulent eddy field (Klein and Hua 1988)] leads to

\[R \approx 2\text{EkRo}^{-1} \frac{u_{Eddy}}{u_w} \approx 26,\]

with \(\text{Ek} = 0.2\), and \(\text{Ro} = 0.2\). In (A6) it is indicated that, in the present study, viscous terms dominate the \(u_w\) terms. The factor \(f + v_{gx}\) is also present in the \(A_v\) terms and may impact \(w_z\). But, this impact should be weak since \(v_{gx} \ll f\) (cf. Fig. 9b). As a result, the QG friction term \(A_u u_{ggcc}\) should be the leading term that controls the ageostrophic motions.

This scaling analysis points out the importance of not only the Rossby number but also of the ratio \(u_{Eddy}/u_w\) and the Ekman number. In some other studies these nondimensional parameters are different. Thomas and Rhines (2002) for example used \(\text{Ro} = 0.02\) and \(\text{Ek} = 10^{-4}\) (see their Table 1) and \(u_{Eddy}/u_w \approx 1\) (because of their wind stress forcing configuration), leading to a \(R \approx 10^{-2}\), and therefore concluded to the dominance of the nonlinear Ekman effects. In our study, a further confirmation of the dominance of the viscous effects is provided by comparison of the simulation results with (A5). These results point out that the ML vertical motions are strongly correlated, at small scales, with the Laplacian of density (Figs. 4d and 8b). This characteristic only matches the first term of (A5). If other terms in (A5)
were dominant, the $w_{40}$ patterns would be correlated with the density gradient or the $\zeta$ gradient (Stern 1965; Niiler 1969; Klein and Hua 1988; Thomas and Rhines 2002) and not with the Laplacian of the density extrema.
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