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Abstract

Résume
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Fish stock asscssment makes widespread use of Virtual Population Analysis (VPA) and long-term
cquilibrium prediction models. Although there have been some statistical investigations about the
properties of VPA results, apparently there are no complete analyse about predictions statistical and
numerical bchaviour. However, management dccisions generally rely upon production forecasts. This
paper compares stability propertics of VPA and the yield per recruit model with regard to various
crrors concerning all the input parameters. Robustness is assessed by means of first-order sensitivitics
whereas varianccs arc inferred from delta-method cstimators. Sensitivity of yicld per recruit appears
to be mainly due to terminal mortality rate and age-specific weights, and to a lesser extent, to catches
and natural mortality. Mcan values of the input paramcters were also found to influence the model's
behaviour. A complete estimation of variances would require a variance-covariance matrix for weights
at age and terminal fishing mortality ratcs. Sensitivities and variances arc complementary in that the
first quantify the absolute robustness of the models whercas the sccond show model robustness in
relation to the dimensioned interval of variation of cach input parameter. If variances were available
for all parameters, yield per recruit estimates could be taken into account for fisheries management
decisions.

Keywords : Virtual Population Analysis, yicld per recruit, sensitivity, variance estimation, Dclta-
method.

Evaluation des stocks de poisson exploités @ estimations de la variance et de la sensibilité pour l'analyse
de population zirtuelle et un modéle de rendement par recrue a l'équilibre.

L’analyse de population virtuelle (APV) ainsi que les modéles de prévision d 1'équilibre sont souvent
utilis¢s pour I'évaluation des stocks de poisson exploités. Bien que plusicurs études statistiques aient
é1é entreprises quant aux propriétés des résultats des APV, il semble quaucune analyse approfondie
du comportement numérique et statistique des modéles prévisionnels nait ¢té réalisée. Ces prévisions
de production oricntent pourtant les décisions de gestion des pécheries. Cet article compare les
propriétés respectives des modéles d’APV et de rendement par recrue en ce qui concerne les incertitudes
sur les paramétres d’entrée. Les sensibilités du premier ordre permettent d’évaluer la robustesse de
chaque modéle tandis que les variances des résultats sont estimées grice & la méthode Delta. Le
rendement par recruc apparait essenticllement sensible au coefficient terminal de mortalité par péche
ct aux poids, et dans une moindre mcsure, aux captures et 4 la mortalité naturclle. Le comportement
des modéles dépend ¢galement de la valeur moyenne des paramétres d'entrée. Une estimation compléte
des variances nécessiterait une matrice de variance-covariance pour les poids aux dges ainsi que pour
les mortalités par péche terminales. Sensibilités et variances sont complémentaires ¢n ce sens que les
premiéres quantifient la robustesse absolue des modéles alors que les sccondes rapportent cette
robustesse a4 I'intervalle dimensionné de variation de chaque paramétre. Si 'on disposait de variances
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pour tous Ics paramétres d’entrée, les cstimations des rendements par recrue ainsi obtenucs pourraient
étre priscs cn compte lors des décisions dc gestion des pécherics.

Mots—clés : Analyse de population virtuelle, rendement par recrue, sensibilité, estimation de 1a variance,
m¢éthode Delta.

INTRODUCTION mortality and fishing effort or the *“separability™

Assessment of exploited fish populations requires
cstimation of stock size and some biological para-
meters such as population biomass, yicld per recruit
or catch projections. For this purpose, fisheries man-
agement has been using Virtual Population Analysis
(VPA) (Gulland, 1965) and other related methods for
more than 20 ycars. VPA results, i.e. stock size and
fishing mortality estimates, were considered error-free
for a long time and in many cascs the uncertain nature
of these results is still ignored. However, sensitivity of
the models and propagation of errors in parameters
have been investigated in several studics.

After introduction of an approximation of VPA
called Cohort Analysis, Pope (1972) analysed the
consequences of errors in estimations of terminal mor-
tality rate and catches. Later, Saila er al. (1985)
extended the study to all input parameters. But these
works dealt with Cohort Analysis, which is an
approximation of VPA. Furthermore, the problem of
simultancous errors and covariances between input
parameters was not discussed. Sampson (1987) took
the true VPA into account and these latter hypotheses
which were more similar to real data sets. The author
estimated the coefficients of variation for VPA
results. However, no estimations of catch-at-age vari-
ances were used. Sampson (1988) also assessed the
influence of the input parameters relative mean values
onto the stability of cohort size estimates. The cited
studies concerned a single cohort, but fisheries man-
agement usually considers a historical series of
cohorts. Rivard examined the scnsitivities of Cohort
Analysis and projections of catch biomass (Rivard,
1981) as well as thosc of VPA and equilibrium yield
(Rivard, 1982). He also computed variances for short-
term projections (Rivard, 1981). Gavaris and Gavaris
(1983) used Rivard's mcthod to obtain variances for
projected yicld.

In recent years, several authors tried to extend the
VPA model so that effort data or abundance indices
are taken into account (Fournier and Archibald, 1982;
Pope and Sheperd, 1985; Gudmunsson, 1986). With
these methods, commonly referred to as “calibration
of VPA™, VPA equations become a multiple regres-
sion problem. Hence, it is possible to estimate the
variance of VPA results. These models generally need
statistical assumptions, for instance the distribution
of catch dala, and additional assumptions about
population dynamics, the relationship between [ishing

hypothesis (Deriso and Quinn, 1985). Rivard (1983)
studied the sensitivity of catch projections estimated
when an independent measure of stock size was used
to “tune” the Cohort Analysis. Morc recently,
Gavaris (1988) applicd non-linear estimation theory
and calculated a variance-covariance matrix for VPA
results.

Finally, Prager and MacCall (1988) estimated vari-
ances of biomass estimates and scnsitivities of Mac-
Call’s VPA approximation with was an improvement
over Pope’s approximation. They computed estima-
tions of catch-at-age estimate variances. The method
was applied to a large scrics of data and they provided
in fine confidence intervals for biomass estimates.

In this paper, VPA equations arc formulated
without any approximation and in the casc of a scrics
of cohorts. Calibration is not performed, but terminal
mortality coefficients used as inputs to the VPA were
extracted from the report of an ICES working group
(Anon., 1989). They derive from a VPA *“tuned” by
the Laurcc mcthod (Laurec and Shepherd, 1983).
Since diagnoses of fish stocks are needed for manage-
ment decisions, it should be emphasized that mortality
rates and stock sizes arc only intermediate results. A
global assessment of the stock is given by population
biomass or yicld per recruit (Thompson and Bell,
1934; Beverton and Holt, 1957). In this way, Prager
and MacCall (1988) were interested in biomass estim-
ation. Yield per recruit is chosen here because it
is not only a diagnosis, but also allows long-term
equilibrium predictions (Laurcc and Le Guen, 1981).
In the second scction, an average fishing mortality
vector is computed from VPA results. It represents
the reference exploitation pattern. Other fishing mor-
tality vectors are derived from this pattern, The basic
equations are then used to calculate yield correspond-
ing to cach fishing mortality vector. The third section
deals with the analysis of first-order sensitivitics of
VPA estimates as well as yicld per recruit to all input
parameters. The Delta-method, introduced by Cramer
(1961), is also implemented at the first order to assess
variances of VPA results and yield per recruit.

Finally, the model is applied to the Celtic Sea cod
stock. Variance estimators of catch-at-age data are
computed from the procedure used by IFREMER
to sample commercial landings at Brittany’s ports
(Pelletier, 1990).
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Sensitivity and variance estimators for virtual population analysis 3

VIRTUAL POPULATION ANALYSIS

VPA is an iterative procedure which estimates
cohort sizcs and fishing mortality rates at each age
from the following cquations:

Ny=Ni.y. jer exp (Fy+M) (1)

C;=N [exp ((F;;+M)AT) 1] (2)

Ey
”“”W}+M
where the notations for the jth year and the i-th
age/time interval are:

AT,, time interval between age i and age i+ 1.
C,;, catches in numbers.

N;;, cohort siz¢ in numbers.

;5 fishing mortality rate.
M,, natural mortality rate.

The time intervals is supposed to be equal to one
year and it is assumed that natural mortality is not
year-dependent. In the following, the subscript j will
be omitted in order to simplify the equations.

This system is non-linear but is solvable since it is
based on recurrence equations. Given the terminal
fishing mortality rate for each cohort (i.e. the fishing
rate corresponding to the last available catch data of
cach cohort), a back-calculation successively provides
estimates of cohort size and fishing mortality from
catches and natural mortality. As described by
Rivard (1982), the calculation of fishing mortality
derives (rom a minimization (according to the New-
ton-Raphson method) of the cquation:

Ci—Nisy (expl(F,+M)AT]-1)  (3)

F,
F,+M,

Then, equation (1) is used to obtain cohort size.
The recurrence continues to the youngest age group
for which catch data are available. With respect to
the last age group, identificd by the subscript T, the
corresponding cohort size may be estimated in two
different ways:

— If T only represents the fish at age T cohort
size is given by:
I;+M

= T 4
Ne C’Fr(l—exp[—(FﬁMT)ATﬂ) )

— If T stands for a **plus-group™, i.e. fish of age
T or older, cohort size becomes:

Fr+M
Nr=Cr—LF——T ()
T

There is no approximation for VPA and the general
case of an age-dependent natural mortality coclTicient
is considered as well as any value for the time interval
between consceutive age groups.
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LONG-TERM EQUILIBRIUM YIELD PER
RECRUIT

For fisheries management purposes, VPA only pro-
vides intermediate results. Actually, the analysis of F,
and N, gives a faint idea of global stock evaluation.
However, an average exploitation pattern can be com-
puted from VPA mortality estimators and defines
the reference exploitation pattern: F, is Lhe reference
mortality rate for age 7. Then cquations (1) and (2)
allow to calculate the long-term equilibrium yield per
recruit (Thompson and Bell, 1934) resulting from this
exploitation pattern. In other words, the total yield
in wecight produced by a group of recruits entering
the fishery is computable by integrating all the catches
in weight over the fishable life span of these recruits,
as written in equation (6). If the exploitation pattern
and the annual recruitment remain unchanged f(or
some ycars, the fishery will reach an equilibrium, i.e.
the annual yicld per recruit will be constant and equal
to the average fish weight produced for one young
recruit.

Y,= z FWiS: (| — exp(~z,a1)
l
+Ffzﬁ[1—(1—lcr’>exp(—zrm)1 ©)
T

where IGP is 1 if there is a *“plus-group™, othcrwise
0; and for the i-th age/time interval,

~ VWV, is the age-specific mean weight in the stock.
Fish growth during the year is therefore neglected.
EfTccts of change in average weight due to age selec-
tivity of fishing mortality are also ignored.

— Z, is the total mortality rate expressed by:

Z,=F+M, 7)

— S, is the proportion of survivors with respect to
recruitment, Its value is given by the equation:

i-1
S,=exp(— Y (F;+M) AT,) (8)
J=1 ~

If cquilibrium yields per recruit are computed for
a range of cxploitation patterns, it is possible to
compare stock situations induced by these paterns.
Hence, equilibrium yield per recruit is a working tool
for fisheries management as it shows how a given
stock responds to long-term changes, for example
fishing gears, mesh size or intensity of fishing.

In order to asscs the consequences of such changes,
other patterns are also simulated. They are defined by
new values for age-specific fishing mortalities, noted
F; hereafler, in cquation (9). Per Paulik and Bayliff
(1967), these mortality cocfficients are written in a



product form to simplify the output interpretation:
Vi Fi=wF )

where F; is the reference mortality rate for age i, i.e.
the average cocfficient defined above and y; an effort
multiplier. This formulation allows simulation of an
age-dependent effort modification such as a mesh size
change. The multiplier will then be age-dependent.
The reference exploitation pattern obviously corre-
sponds to a constant multiplier equal to 1.

From (6), the long-term stock situation induced by
this new exploitation pattern is quantified through
the corresponding yield per recruit by the expression:

F,W,S 2 —exp(—Z,ATY)

Y, (= Z 2L s

+ ur‘;__r T[1-(1-1GP) exp (—Z{ ATy (10)

T

If a yield per recruit is calculated for each different
age-independent effort multiplier, the yicld can be
plotted against the multiplier. Hence, in the following,
the effort multiplier will not depend upon age and
will simply be noted p. Moreover, one wants to asscss
the gain or loss on the yield per recruit arising from
a change in effort. A “gain-loss” function is then
defined by:

O (1)=100(Y,, /Y, — 1) (1

This function represents the percent variation in yield
induced by a shift of the effort multiplier from the
reference exploitation pattern to the pattern defined

by .

’

SENSITIVITY COEFFICIENTS AND VARIANCE
ESTIMATORS

Since all data used for VPA and the yield model
are subject to various types of crrors, it is important
to know the behaviour of the models with respect to
these uncertainties, in other words, robustness of
VPA and the yield model. One mcthod is to express
crrors on the results as a function of input parameter
errors. Hence, first-order sensitivity coefficients may
for instance be defined.

In that way, mortality coefficient and cohort size
for age i are considered as the following functions:

F=F(C;Cisys - --. Cr, Miy Myyy, ..., M, Fp) (12)
N;=N(C, Cisys .-, Cr, My My yy ..., M, F) (13)

where F is the terminal mortality rate for the relevant
cohort.

The first-order sensitivity cocfficient of F; with
respect to Cj, catches of age j for the considered
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cohort, is defined as:

cF
B(F,/C)= ¢
( i/ J) F’/

LT

This cocfTicient is sometimes called clasticity of F;
with respect to C; and can be interpreted as the
percent variation of F; implicd by a unit variation of
C;. This correspondcncc is approximately truc for
small perturbations of the mput parameters as it is
based on a first-order expansion. The validity of this
interpretation also depends on the degree of non-
linearity of the relationship between F; and C;. Anal-
ogous cocflicients are computable for rcfcrcncc mor-
tality vector, yield per recruit and for function ®.
Indeed, since the estimation of these three quantities
requires VPA mortality rate estimates and average
weights at age, they can be considered, in this case,
as functions of mean weights and VPA input para-
meters.

=F(C, M, Fy) (15)
Y, (w=Y(C, M, Fp

and
@ (u) =0 (C’ 1\19 iE.'l') (l 6)

where C, M and F; respectively correspond to the
catch matrix, the natural mortality vector and the
terminal mortality rate vector.

With respect to catches and natural mortality, *““glo-
bal sensitivities” are computed to obtain interpretable
quantities instead of coefficient matrices. Rivard
(1982) calculated “overall sensitivity” of recruitment
to parameters as:

;=Y (B(R,/0))* a7
(]

where the subscript j identifies the year and 0 rep-
resents an input parameter used to estimate recruit-
ment R;. Since many sensitivitics are less than 1 in
absolute value, squaring may somewhat distort the
resulting coefficient. In this paper, global sensitivities
are calculated by means of the following formulas:

Byionat (F/M)=3 | B(F/M))|
j

18
leobal (F;/C)= Z I B(Fy/ Cﬂs) | @
ik

Similar expressions are used for stock size and yicld
per recruit. For example, simultaneous unit variations
arc considered on each catch datum. If the conse-
quences of all these variations through the VPA
model are added, the resulting sensitivity of the fish-
ing mortality ratc will then be approximately equal
to the sccond global coefficient defined in equation
(18).

These coeflicients correspond to additive simultane-
ous uncertainties. Hence, they probably overestimate

Aquat. Living Resour,
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the actual sensitivity of VPA results and equilibrium
predictions to natural mortality and catches since
errors of opposite signs may actually balance onc
another.

Sensitivity coefficients only provide a relative value
of errors on the results. However, estimations of some
input parameter errors, /. e. their variances, are some-
times available, This may be true for catches. There
are then methods to estimate variances of the results.

The Delta-method was first introduced by Cramer
(1961). An application to fishery science was shown in
Laurec (1986). Calculation of the variance estimator is
described in the Appendix for yield per recruit. In
practice, since all input parameters are estimated sep-
arately here, all the covariance terms will be zero
except those between catch estimates for the same
ycar. Analogous formulas are derived for fishing mor-
tality rates, cohort sizes, reference mortality vector
and function @, First-order estimates of variances and
sensitivity cocfficients are then achieved.

In computing these estimators, partial derivatives
must be known. Fortunately, the recurrent naturc
of the procedure implies recurrence relations for the
derivatives and morcover, the considered models rely
on casily derivable equations so that the necessary
derivatives can be calculated analytically. However,
the time serics catch-at-age case is more complicated
than the single cohort casc because there are different
. types of cohorts in the scrics: 1) some cohorts are
complete, 2) the first ycars are missing for others and
3) some are not yet centircly exploited.

Once these expressions are obtained, variances of
the input parameters must be known, i.e., age-specific
catches and weights, natural mortality rates and ter-
minal mortality rates. Catches are estimated by sam-
pling commercial landings in ports, hence il the sam-
pling process is known, the variance-covariance
matrix may be estimated. Concerning weights, estima-
tions generally results from adjustments with age-
length keys and/or growth curves and a length-weight
relation which is, for instance, an isometric function.
If the standard deviation of these adjustments were
available, the uncertainty ol age-specific weights could
be taken into account and variances could be com-
puted. With regard to natural mortality, it exists
no estimate for its variance. The mean value of the
coelTicient is even supposcd to be constant over all
ages although this assumption is obviously wrong
(Vetter, 1988) and its value is conjectured in most
modcls. If the terminal mortality rate is estimated
from calibration, the associated variance-covariance
matrix may also be estimated (Gavaris, 1988). Prager
and MacCall (1988) used cohort linkage to cstimate
terminal mortalities and they assumed an arbitrary
nen-zcero variance for a “transfer coefTicient™. In this
paper, “tuned” terminal mortality coclTicients are
uscd but their variance-covariance matrix is unfortu-
nately not available.
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Hencee, some input parameters may be considered
as truc stochastic variables resulting from a prede-
fined sampling model or a statistical adjustment, i.e.
their variance is expressible or at least computable,
whercas others like natural mortality, are only “uncer-
tain values”.

Finally, T will first study the sensitivity of VPA
along with yield per recruit to the different input
parameters and then variances duc to quantifiable
variances of some paramecters, particularly catches.
As natural mortality is conjectural, different values
of this rate will be considered in the next section.

APPLICATION TO THE CELTIC SEA COD

The example of the Celtic Sea is herein analyscd,
mainly due to the prevalence of French catches in the
landings (Anon., 1989). The study focuscd on cod
for which French landings represented 86% of total
landings in 1987. Most of the trawlers come from
southern Brittany’s harbours (for instance Lorient
and Concarnecau), for which the sampling procedure
for commercial catches is precisely defined. The corre-
sponding data are available (Anon, 1989).

Input parameters

Fishing for cod in the Celtic Sca shows no seasonal
pattern: landings are distributed rather evenly through
the year. Catches in numbers are available from 1971
to 1987. Age-specific mean weights are derived by
combining British an French data weighted by num-
bers. For the years 1971-1980, weights were the same
as in preceding years, but for latter years, they corre-
spond to values known for the first quarters. Hence, it
seems impossible to evaluate the variance -covariance
matrix for weights at age. Terminal mortality rate
was cstimated by “‘tuning™ according to the Laurce-
Sheperd method (Laurec and Sheperd, 1983). Natural
mortality is supposed to be constant over all ages and
equal to 0.2 but the whole algorithm takes into
account an age-dependent coefficient (recurrence
expressions of derivatives are not the same whether
M is constant or not). Moreover, trials were run for
M=0.1 and M=0.3.

Yariance-covariance matrix of catches

The age-specific catches were estimated when
landed in the harbours, both by sampling and by
automatic registering. In Pelletier (1990), the complete
sampling process and the associate statistical model
were described so that catch variances and covarian-
ces were computed. This work was applied to French
Celtic Sca cod landings in 1988, The variancc-covari-
ance matrix is shown in table 1. Valucs correspond
to the coefficients of variation and covariation and
covariation. Since it was not possible to have the
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Table 1. — Percent coefficients of variation and covariation for estimations of Celtic Sea cod landings in 1988.

Age group 1 2 3 4 5 6 7+

1 38.7 0 0 0 0 0 0
2 225 3 1.2 0 0 0
3 20.8 132 0 0 0

-4 21.1 10 20.3 142
5 51.9 19.8 -11.2
6 53.1 25.2
7+ 65.0

sampling planning for preceding years, these coeffici-
ents were assumed to be the same for the previous
years considered in the VPA, i.e. from 1971 to 1987.
Covariances between two different years vanish
because of sampling procedure independence though,
in this application, values come from the same com-
putation, The sampling scheme took into account a
stratification and three stages. Hence, variance
comprises three components, but only one accounts
for simple random sampling and therefore leads to
a multinomial probability distribution in which all
covariance terms are nagative. Given the actual sam-
pling effort, many covariances finally appcar to be
positive on the whole.

VPA results
Sensitivities

VPA estimates consist of two-dimension matrices
for cohort size and for mortality rate. A scnsitivity
coclTicient is computed for cach eclement of these
matrices and for each input paramecter. With respect
to the terminal mortality rate, only values for the first
year, 1971, and the last year, 1986, are shown in
table 2 in order to sum up the results. On the same
ground, rable 3 only mentions global cocfficients for
the year 1986 concerning catch data and natural mor-
tality. As it was first stressed by Pope (1977) for
Cohort Analysis, the sensitivity to the terminal mor-
tality coefficient decreases as the back-calculation gets
longer. However, recent years arc rather sensitive.
But, these arc generally averaged to compute the

reference exploitation pattern, which is required for
calculating yield per recruit. Unlike terminal mortality
rate, sensitivities to catches and natural mortality are
increasing functions of the number of backcalcula-
tions required to get the corresponding valucs. With
regard to natural mortality, cocfficients related to F
vary from 16% (year 1986, age 4) to 56% (years 1973
and 1974, age 1, not reported here) but most of them
comprise between 25 and 30%. Stock sizes are a little
more sensitive: values vary from 14% (year 1987,
age 2) to 66% (year 1974, age 1, not reported here).
It should be noted that, unlike fishing mortalitics,
stock sizes for last year and Jast age group are calcu-
lated from the corresponding terminal mortality rate
so that for a given age-year there is one more stage
for computing size. This would then explain the skight
increase in scnsitivity for stock size with respeet to
fishing mortalities.

The global sensitivitics to catches are greater than
those for natural mortality: they comprise between
89% (year 1986, age 4) and 200% (years 1972, 1974
and 1976, age 1, not reported here) for fishing mortal-
ities F; and between 56% (ycar 1986, age 1) and 100%
(years previous to 1981, all ages, not reported here)
for the sizes. Many coefficients are equal to 100% for
stock sizes N,. This peculiarity duc to the formulation
of the model was alrcady noted by Rivard (1982). F,
is more sensitive to catches than N, but for both, the
younger ages are more sensitive to catches. Finally,
sensitivities to M, are higher as M, increases.

Table 2. — Percent sensitivities of VPA results with respect to terminal mortality rate for M=0.2.

Age group, 1 2 3 4 5 6 7
F; component for F; (1971) 1.6 1.9 29 7.4 13.2 20.1 100
F; component for F; (1986) 66 47 53 44 52 16 100
Fy component for N; (1971) -14 - 13 -2 - 54 -11 -15 ~26
F; componcnt for N; (1986) -59 -32 -38 —26 -37 ~11 -20

Table 3. — Percent sensitivities for VPA results with respect to natural mortality and catches for M =0.2,

Age group, 1 2 3 4 5 6 7
M component for F; (1986) 23 18 19 16 19 24 0
M component for N, (1986) 30 20 22 17 22 24 2
C component for I, (1986) 131 105 105 89 107 136 0
C component for N, (1986) 56 78 72 8l 73 100 100
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Table 4. — Percent coefTicients of variation (CV) for fishing mortalities, cohort sizes and reference exploitation pattern.

Age group 1 2 3 4 5 6 7+
CV of F-1986 36 17 17 20 42 57 0
CV of N-1986 11 13 11 16 28 41 65
CV of Fref-1986 14 7 7 10 14 19 0

Variances

A variance-covariance matrix for catches only was
first examined. CocfTicients of variation (CV’s) were
compouted for VPA results and for the reference
fishing mortality. They arc reported in rable 4 for
M=0.2 and the year 1986.

With respect to fishing mortalities, CV’s are found
to be roughly proportional to catch CV’s, cxcept for
the terminal age group. Hence, values do not depend
much on the year. Concerning stock sizes, CV’s arc
smaller and increase as the age group is older. On
the whole, thcy comprise between 11% and 65%.

In a second run, a relative uncertainty of 50%
was considered for cach natural mortality rate, i.e. a
diagonal variance-covariance matrix for M. This
value is totally arbitrary, but respective variance com-
ponents for natural mortality and catches can then
be compared. In this case, CV’s increased up to 75%
(for 1974) but values for 1986 only vary from 25 to
64%. If natural mortality is higher (M=0.3), CV’s
arc also higher, in relation to the increased sensitivity
to M. Lastly, CV’s for the reference mortality vector
are smaller since it is computed from an average.

Predictions
Sensitivities

Opposite VPA results, yicld per recruit always
depends on several cohorts since it is computed from
a mean mortality vector. This average was calculated
for the years 1981 to 1987, because the data were
more reliable from 1981 on. For each yield per recruit,
a global sensitivity was computed with respect to the
corresponding Fi. Concerning catches and natural
mortality rates, global coefficients were evaluated as
for VPA results. With respect to weight, it can easily
be noticed from the equations that the global sensitiv-
ity of yicld per recruit is cqual to one, which is not
negligible. Results are shown in figures 1 and 2 for
yield per recruit and in figures 3 and 4 for function
!, These cocfficients should not be directly compa-
red with those from VPA because global sensitivities
represent more terms for predictions. Function ¢
appecars to bc muc more sensitive than yicld per
recruit and shows a peak of scnsitivity for low effort

! Sensitivitics to Fy and W, were not considered for the “gain-
loss™ function.
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multipliers. This maximum is found when the incrcas-
ing function & changes signs.

Considering the effcct of natural mortality, sensitiv-
itics of both predictions incrcasc as M; (fig. I to 4).
This augmentation is focused on low multipliers (0.1
to 1). Total sensitivity seems to be a decreasing func-
tion of fishing effort. The Fy component is the main
one for yield per recruit but parts due to the different
input parameters depend both on effort and input
parameters (M was the only one variable here). Il the
influcnce of each weight is considered (these results
are not rcported here), the maximum coefficient
moves towards the young age groups as the effort
grows: ages 3and 4 for u< 1, age 2 for p> 1, Actually,
this means that sensitivitics to W concentrate on age
groups which form the main part of the biomass.
Figures 5 and 6 show the sensitivity breakdown by
input paramecters for plausible multiplier values (i.e.
around 1). Corresponding total sensitivitics are 4.1
for M=0.2 and 4.3 for M=0.3.

Variances

As pointed out before, trials were firstly realised
for three different natural mortalitics and in the case
of a variance-covariance matrix for catches only.
Results arc presented in figures 7 1o 10. Concerning
mean values of yield per recruit and function @, the
stock is typically overexploited. If the effort were
reduccd by 10% for instance, the relative gain would
be 5% for M =0.2 (sce fig. 10) and 3% for M=0.3.
For a given value of the effort multiplicr, the gain or
loss is always higher when M =0.2. Similarly, maxi-
mum yield is greatly diminished when M increases.
Hence, the mecan value of M is rather influential.
Considering variances, cven if catch variances are
globally rather important (sce table 1), the induced
variance component is very low, CV’s being less than

% for yield per recruit. Variance is greater for
increasing efforts. With regard to function @, CV’s
arc somewhat higher, generally comprising between 8
and 13% cxcept for very low cfforts.

Sccondly, propagation of natural mortality and
weight variability was studied. Figures 11 and 12
respectively show CV's of three yiclds (1=0.9, p=1,
p=1.1) and two functions ® (1=0.9, p=1.1) versus
CV of M, and W,. For this range of multipliers, effort
value has no effect on numerical behaviour of yield
or function ®. Yicld per recruit appears to be more
stable than function ®.

The variance component induced by terminal mor-
tality rate estimates was not dealt with here.
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DISCUSSION

Comparison of VPA and the yicld per recruit model

Sensitivitics to all input parameters and variance
estimators were computed for both serics of results.
Numerical behaviours of the two models differ signifi-
cantly from a qualitative and quantitative point of
view. An approximate comparison of sensitivitics is
shown in table 5. Concerning VPA, estimates for
recent years appear to be sensitive to terminal mortal-
ity rate because convergence does not hold [or these
years. However, reference exploitation pattern is gen-
erally computed from recent years since it is required
to asscss long-term consequences of the present fish-
cry situation. Contrary to VPA outputs, yicld per
recruit scems to be less sensitive. Sensitivity to catches
probably vanishes because these data are not used
during prediction calculation. For most estimators,

the maximum sensitivity component corresponds to
terminal mortality rate.

In other respects, as was noted by Sampson (1988)
and Prager and MacCall (1988), the mcan value of
input parameters influences not only the mcan result,
but also the sensitivities. For instance, when natural
mortality M increases, yield per recruit and the “gain-
loss™ function show different mean curves and higher
sensitivities. Morcover, results are all the less sensitive
to M because exploitation increases.

Secondly, considering variances of yicld per recruit,
the estimations show rather small cocfficients of vari-
ation when only catch variances are taken into
account, even if these variances are rather high.
Results are qualitatively similar for the *“‘gain-loss”
function. Concerning natural mortality and weights,
corresponding variance components have the same
magnitude as the catch component (in this examplc)

Aquat. Living Resour,
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but arc smaller for yield per recruit compared to to
function .

Sensitivity analysis stresses paramcters which are
crucial for the stability of the results. Accurate csti-
mators, or at least variances, should be obtained for
these paramcters. With respect to yield per recruit,
terminal mortality rate is important,

Variance estimates for input paramcters

With regard to weights, it is necessary to estimate
the variance-covariance matrix. This is possible if

weights are provided by sampling commercial catches.
Concerning catches, a variance-covariance matrix
was computed from an analytical expression based
on the complete sampling scheme (Pelleticr, 1990). It
appears that, although an estimate of the catch
variance-covariance matrix is required, accuracy of
catch estimators is not crucial for old age groups
because they are not important for yield per recruit
or for a global diagnosis as the biomass. Age groups
I, 2 and 3 are only worth of an accuralc estimation,
This also holds for weight estimators. Knowing the
importance of accuracy of catch and weight estimates
and propagation of their variance through the models
used allows to adapt the sampling ¢ffort. Planning of
the sampling program may thercfore be improved.

For natural mortality, 20% of thc scnsitivity is
neglected at most when M is assumed to be constant.
Even if the variance component is not estimable, this
should be taken into account for decisions which may
be inferred from models results. Moreover, two bias
terms are ignorcd: the first arises from a biased esti-
mation of M and resulls in a first-order term in
output variance (and bias, not cstimable here),
whereas the second, due to the first-order approxima-
tion, is a sccond-order term in output variance.

With respect to terminal mortality, the variance
component was unfortunatcly not computable in this
example. According to sensitivity analysis (fig. 5 and
0), approximately 35% of the total sensitivity of yicld
per recruit is due to this parameter. Terminal mortal-
ity rate is provided here by a “separable™ VPA, which
is an analysis of variance. Hence, an estimation of
the variance should be obtainable for further applica-
tions. Sensitivities and variances arc complementary
in that the first provide an idea of absolute robustness
of the models used whereas the second fits robustness
with the ranges of variations of the concerned para-
meters. This scaling requires variances of all input
parameters.

Methodology

The non-linear nature of the modcl implies that
first-order calculations are drastic approximations.
Yicld per recruit is estimated from fishing mortality
estimates, which arce themselves estimated from VPA.
Actual input paramecters for yield per recruit are
therefore the same as for VPA, plus age-specilic
weights. Hence, sensitivities and variances must be
estimated with respect to these parameters. If partial
derivatives arc computed with regard to intermediate

Table 5. — Comparison of sensitivitics with respect to all input paramceters for VPA and the yicld per recruit model. Crosses approximately
stand for the magnitude of sensitivitics as computed in the cxample, Fy is the terminal mortality, M is the natural mortality.

Input parameter F;
VPA for older years ++
VPA for recent years +++
Yield per recruit ++

Weights

Catches M Convergence
- +++++ ++ + Yes
-——— ++++ ++ No
+ + No

Vol 3,n° 1 - 1990
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deviations. (7) M=0.1, (8) M =0.2, (9)M =0.3.

estimators, the first-order approximation is used
twice. This diminishes accuracy of the results and
augments biases.

In other respects, analytical, i.e. exact derivatives
are computed in this paper. Algorithms are con-
structed for an age-dependent natural mortality,
which corresponds to reality, even if the value
choosen in the application is constant. Indeed, esti-
mators arc different when M is assumed to be
constant. At last, confidence intervals were not con-
structed since there is no evidence for normality of
estimators. Even if input paramcters were supposed
to be gaussian, the non-linear nature and the absence
of a least square criterion would prevent any normal-
ity of the results. Therefore, confidence intervals and
statistical tests should be avoided.

D. Pelletier
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Figure 10. — Function @ versus effort multiplicr. Surrounding

curves represent the function plus or minus two standard devi-
ations. M=0.2.

The example of the Celtic Sea cod was herein
analysed, however a comparison with Prager and
MacCall’s work (1988) would be interesting. They
uscd a linkage algorithm to reduce the source of
variability due to terminal mortality rate Fy, but since
sensitivities were not producced, it can not be judged
whether the poor F; variance component is a consc-
quence of the sensitivity or the variance of Fy itself,
The problem is similar for the M component, which
is prevalent in the total biomass variance. Also, they
were interested in biomass estimates, which is a global
evaluation of stock, but not a prediction. In this
analysis, basic cquations arc uscd again to obtain
yield per recruit, hence the model’s behaviour is pro-
bably different.

In conclusion, these results assess respective influen-
ces of the different input paramecters on both VPA

Aquat. Living Resour.
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lower curves correspond to yicld per recruit (0=09, u=1 and p=1.1).

and predictions. They prove that variances should be
estimated for terminal mortality rates and, to a lesser
extent, for age-specific weights, On the whole, this
analysis stresses the fact that ultimate results, i,e.
yield per recruit in this example, generally behave in
a different way from intermediate results.

First-order cstimations may not be sufficient. These
results may be validated by second-order develop-
ments and by simulations. Obtaining analytical

expressions for second derivatives is quite tedious, but
this should be dealt with in future works. Simulation
probably provides more accurate results but is more
CPU-time consuming. Hence, if outputs were vali-
dated at the sccond or even at the first order, this
would demonstrate that the Delta-method is not only
an easy analytical tool, but also produces reliable
results which are uscful for fisheries management
decisions,
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APPENDIX

Delta-method

Considering a statistic G, which can be cxpressed as a function of random variables® empirical moments
Ay, ..., A Since these moments converge towards mathematical moments A, . . ., A,, it is possible to expand
G(Ay,...,A)) in Taylor serics at the point (A, ..., A;). Applying the expectation operator, estimators ol the
expected value and variance of G can be obtained at any order, in practice one or two.

Concerning yicld per recruit, the expression given in equation (16) is expanded at the first order as:

Y, (0=G (e, n1y [, ui>+z[(‘g) (- c)+(:§) (M, =)
i/« i/ m;

cG cG
AR p——

where ¢;, my, f1, w, are true values, unknown but estimated and variables in capitals are current values, i.e.
stochastic variables. O (1) is a term which is at most an order of 1. p is not an estimated parameter but is
chosen by the user.

Thus, variance of yield per recruit is:
Var(Y,)=E(Y?)—(E(Y))’ (A.2)

If yield per recruit is replaced by its expansion and if biascs of input parameter estimators are neglected, the
following equation is obtained for the variance:

cG cG cG G
Var(Y,)= ZI:( C)an (C)+(OM‘)WVar(M,)+(OWi)WIVar(W):I (T>ITVar(FT)

f

G G ‘.G - ~ -
+Z[(f ) (f )Cov(FT,C.-H(f ) (fG) Cov(FT,M.->+(fG) (fG) Cov(Ff,wi)]
0Fr ) \€Ci /e cFy Jir \EM, /o, CFe )i \OW, /o,

+ EG) Cov(C +(‘G) (LG—) Cov(C, W)+[ <8 (‘_G_) ' ,
Z[(LC,)Q((,MJ . ov(C;, M) ) \aw, )., ov(C, W)+ M) \ oW, ijov(M,, Wy [+Oo(1) (A.3)

! Sensitivitics 10 Fy and W, were not considered for the “gain-
loss* function.
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