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Abstract:  
 
The statistical properties of the electromagnetic field backscattered from sea surfaces are studied by 
using asymptotic numerical methods. Sea surfaces are modeled by using the Elfouhaily et al. 
spectrum model. The influence of the radar spatial resolution on the field statistics is studied for 
various wind conditions and radar configurations, by considering equal range and azimuth resolutions. 
It is observed that the backscattered field phase can be assimilated to a uniform distribution and that 
the amplitude resembles a Rayleigh distribution. Moreover, reducing the radar spatial resolution d 
induces a stronger variability of the backscattered field amplitude and a departure from the Rayleigh 
distribution. This departure is enhanced particularly when the radar look approaches the cross-wind 
direction and also when increasing the wind speed. Also, a fitting of the amplitude distribution with 
various theoretical statistical laws (gamma, Weibull, K, and so on) highlights the general good fitting of 
the K distribution, which is in agreement with previous work led from measurements. 
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I. INTRODUCTION

The MODENA1 project aims at modeling and simulating the maritime environment remotely sensed by a radar

[1], [2]. In this context, in order to build a realistic simulator of the sea clutter observed by a RAR (Real Aperture

Radar), RAR backscattered field statistics are needed.

Modeling electromagnetic (EM) field statistics in coherent imaging is an active research area, and different

statistical distributions have been proposed [3]–[8]. The empirical models describe the statistical behavior of the

field emitted by a radar (including its amplitude and its phase) and backscattered from the sea surface as derived

from measurements. It was observed that the amplitude departs from a Rayleigh distribution as the radar spatial

resolution gets better, and that the phase resembles a uniform distribution [9]. Numerous papers have been published

about empirical modeling of the statistics of high-resolution sea clutter data [10]–[15]. Except from the very basic

Rayleigh distribution, classical used distributions are mainly log-normal, Weibull, Gamma, and K distributions [11],

[12], [14], [15]. The K distribution is probably the most often used distribution, and seems to be a good candidate,

at least for low-grazing incidence angles (LGA) [16]. An important drawback of analyzing data is the uncertainties

in the experimental conditions as well as their variations during the measurements, which makes the interpretation

difficult. Also, the EM scattering from sea surfaces is a complex phenomenon in general, because it involves many

different physical behaviors: single or multiple scattering, wave asymmetry, wave breaking, sea foam, etc. All these

different phenomena are complex to analyze, simply because they often contribute simultaneously. Then, numerical

simulation models can be of great help to better understand and analyse data statistics. This is one of the aims of

this paper. An important advantage of this approach is the exact knowledge of the simulation conditions.

Numerical models can now efficiently be implemented to simulate sea-like surfaces generated from appropriate

surface spectra (such as Elfouhaily et al. [17]), for a specified spatial resolution of the radar. Statistical distributions

can then be derived from a sufficient number of computations. As such, the statistical distributions can be refined

(both their types and the values of their parameters), and, most important, the dependence of the radar spatial

resolution on the field statistics can be studied. In this context, with the help of the increase of computing resources,

numerical simulation models for deriving the backscattered field statistics begin to appear in the literature [18]–[21].

Nevertheless, for sea-like surfaces, modeling sea surface radar backscattering by numerical simulations remains

a challenging task. That is why numerical simulations use simplifications, like studying two-dimensional (2D)

problems only [19], [20], applying asymptotic models [18], [21], or working at the lower frequencies (typically,

L-band rather than X-band) of the radar band [20], [21].

Here, we deal with realistic three-dimensional (3D) problems at X-band, by applying asymptotic models, and by

studying the influence of several parameters (the radar spatial resolution, the incidence angle, the wind speed and

direction) on the backscattered field statistics. Focus is made on the field amplitude (modulus), by comparison with

1The MODENA (for modeling of the remote sensing of the maritime environment) project received a distinction of quality from the Brittany

Center of Excellence called “Pôle Mer”. It was funded by a grant from the DGE (Direction Générale des Entreprises), the Brittany Region, the

Département du Finistère and the Brest Métropole Océane.
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the classical Rayleigh distribution.

The paper is organized as follows: section II presents the hydrodynamic model and the surface generation process.

Section III studies the constraints on the minimum size of surface to be generated in order to correctly describe the

electromagnetic problem, by studying the incoherent NRCS (normalized radar cross section) and the backscatter

amplitude correlation. Section IV studies the backscattered field statistical properties, by focusing on the amplitude.

The influence of various parameters (the radar resolution, the incidence angle, the wind speed and direction) is

analyzed, as well as the fitting with several distributions: in particular, the Weibull, K, and Gamma distributions.

II. HYDRODYNAMIC MODEL AND SURFACE GENERATION

In order to correctly predict the mechanisms of scattering from sea-like surfaces, beforehand, an appropriate

hydrodynamic modeling of concerned rough surfaces is necessary. For a three-dimensional (3D) problem, the

generation of a so-called two-dimensional (2D) sea surface is necessary, from the knowledge of an appropriate

surface height spectrum Sh. Here, we consider the widely-used Elfouhaily et al. spectrum model [17], which is

known to correctly describe the surface height spectrum for fully-developed seas at moderate wind speeds u10. The

sea surface height distribution is assumed to be Gaussian, and the surfaces are generated by convolution of a white

Gaussian noise; then, surface non-linearities (like the one given by Creamer or choppy-wave transforms) are not

introduced here.

At X band, the sea surface conductivity is high; then, the Leontovich impedance boundary condition can be used

(the relative permittivity is taken here for f = 10 GHz as εr = 53.2 + 37.8i). This allows us to sample the surface

with the same sampling step as for a perfectly conducting surface; otherwise this would be too prohibitive. To

solve the electromagnetic problem which considers a very conducting medium, surfaces must be generated with

a spatial sampling step ∆x = ∆y on the order of λ0/8 (ideally, the sampling step is rather λ0/10). Here, we

will take ∆x = ∆y = λ0/8, which corresponds to ∆x = ∆y = 0.375 cm at a radar frequency f = 10 GHz

(corresponding to a wavelength in vacuum λ0 = 3 cm). Moreover, under the Elfouhaily et al. spectrum model, the

surface wavenumber kp (called peak wavenumber) at which the height spectrum Sh is maximum is given by [17]

kp ' Ω2g/u210, (1)

with g the acceleration due to gravity, usually taken as 9.81 m/s2, and Ω the inverse wave age, usually taken as

0.84 for fully-developed seas. Then, for u10 = 5 m/s and u10 = 7 m/s, the peak wavenumber kp ' 0.277 rad/m and

kp ' 0.141 rad/m, respectively, which corresponds to a surface peak wavelength Lp ' 22.7 m and Lp ' 44.5 m,

respectively. As a consequence, in order to be able to simulate the field backscattered by an infinite 2D sea surface

(i.e., for which the surface gravity waves are correctly represented), the generated square sea surface must have a

length Lx = Ly ≡ L much larger than the so-called “surface peak wavelength” Lp. This corresponds to having

a square sea surface with a number of samples Nech checking Nech � (6, 052)2 and Nech � (11, 861)2 for

u10 = 5 m/s and u10 = 7 m/s, respectively.

Usually, it is said that to correctly take the gravity waves into account in the surface spectrum, the minimum

surface wavenumber kmin, corresponding to the minimum length of the surface to be generated, should check
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Fig. 1. Isotropic part of the Elfouhaily et al. surface height Sh(k) and curvature k3Sh(k) spectra versus the surface wavenumber, for a

wind speed u10 = 5 m/s. The electromagnetic wavenumber k0 = 2π/λ0 is plotted as a red dotted line for f = 10 GHz, the wavenumber

kmax = π/∆x = π/∆y corresponding to the generated surface sampling step ∆x = ∆y = λ0/8 is plotted as a green dashdot line, and the

surface wavenumber kgene = 2π/L associated to the generated surface length L is plotted as a blue dashed line for Nech = 163842. The

Bragg wavenumber kB = 2k0 sin θ is also plotted for an incidence angle from zenith θ = 60◦.

the condition kmin ' 0.3 kp [22]. Then, for a frequency f = 10 GHz and by taking a spatial sampling step

∆x = ∆y = λ0/8, the corresponding minimum number of samples Nech,min should be Nech,min & (20, 173)2

and Nech,min & (39, 537)2 for u10 = 5 m/s and u10 = 7 m/s, respectively. This is a very hard constraint to follow,

in particular for a surface generation with MATLAB. We will see in section III that, for incidence angles away

from 0 degrees, fortunately a slightly looser constraint may be applied in practice. This point is illustrated in Fig. 1

from the isotropic part of the Elfouhaily et al. surface height spectrum for a wind speed u10 = 5 m/s, and for a

number of samples of generated surface Nech = 163842. In this figure, it can be seen that for a radar frequency
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f = 10 GHz, the associated wavenumber k0 corresponds to a high-frequency component of the surface spectrum,

or in other words belongs to the capillary waves regime. This also holds (and it is even more pronounced) for the

maximum wavenumber kmax, which is the wavenumber associated to the generated surface sampling step, that is

to say kmax = 4k0 here. Last, for studied generated surfaces with Nech = 163842 samples, corresponding to a

surface length L = 61.4 m, the associated wavenumber kgene = 2π/L is not much less than kp: it does not check

the condition kgene < 0.3 kp. This means that for these generated surfaces, which is though one of the largest

surfaces our office PC can generate and process, the gravity waves of the sea surface are significantly truncated.

Fig. 2. Illustration of a generated sea surface for a wind speed u10 = 5 m/s and a wind direction with respect to the xw-axis φw = 0.

The surface is made of Nech = 163842 samples with sampling step ∆x = ∆y = λ0/8 at f = 10 GHz, so that the surface has a length

L = 61.4 m.

Correspondingly, Fig. 2 shows an illustration of a generated sea surface for a wind speed u10 = 5 m/s and a

wind direction with respect to the xw-axis φw = 0. The surface is made of Nech = 163842 samples with sampling

step ∆x = ∆y = λ0/8, with f = 10 GHz, so that the surface has a length L = 61.4 m.

Thus, a quantitative analysis of the influence of this truncation on the EM wave backscattering must be studied

in the following.

III. SIMULATED BACKSCATTERING AND MINIMUM GENERATED SURFACE LENGTH

The above qualitative analysis clearly illustrates the difficulty of computing the 3D EM wave backscattering from

sea surfaces at centimeter-scale wavelengths with numerical methods. To our knowledge, this number of unknowns

December 23, 2013 DRAFT
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is prohibitive for rigorous numerical methods, and very likely even if acceleration processes are used. Thus, here

to resolve numerically this typical problem, asymptotic models are used. More precisely, so-called “local” models

are applied, such as the Kirchhoff-tangent plane approximation (KA) with its high-frequency regime (KAHF), the

first-order small slope approximation (SSA1), the weighted curvature approximation (WCA), etc. [23]. Here, we

will focus on two local models, namely the SSA1 and the WCA, which are usually called “unified” models: indeed,

contrary to the KAHF model which is valid for high frequencies and thus applicable to sea surface backscattering

for rather low incidence angles (that is, near zenith direction), the “unified” models were built to be applicable in the

whole range of (non-grazing) incidence angles. The scattering amplitude, which is proportional to the backscattered

field, is given under the KAHF by the relation [24], [25]

S(k,k0) =
K(k,k0)

Qz

∫
r

e−jQzη(r)e−jQH · r dr, (2)

where K(k,k0) is the so-called KAHF kernel, which is a polarization term, and QH and Qz are the horizontal

and vertical components of the vector Q = k−k0, respectively, with k0 and k the incidence and observation wave

vectors. The scattering amplitude under the SSA1 is given by [24], [25]

S(k,k0) =
B(k,k0)

Qz

∫
r

e−jQzη(r)e−jQH · r dr, (3)

where B(k,k0) is the first-order small perturbation model (SPM1) kernel. Last, the scattering amplitude under the

WCA is given by [24], [25]

S(k,k0) =
1

Qz

∫
r

e−jQzη(r)e−jQH · r [B(k,k0)− T(k,k0;−Qzγ)] dr, (4)

where T(k,k0; ξ) = B(k+k0+ξ
2 , k+k0−ξ

2 ) − K(k+k0+ξ
2 , k+k0−ξ

2 ), and γ = ∇η =
[
∂η
∂x

∂η
∂y

]
, with B is the SPM1

kernel and K the KAHF kernel. The polarization dependence of the 3 models is given by the KAHF and SPM1

kernels. Then, in what follows, when studying the normalized amplitude which is equivalent to studying the

normalized scattering amplitude (the normalization is made by dividing the amplitude by the root mean square

of the average cross section), for both the KAHF and the SSA1 models the constant term (kernel divided by

Qz) before the numerical integration in equations (2-3) is suppressed. Therefore, the result is independent of the

polarization. Moreover, as the numerical integration is identical for both models, they give the same normalized

results. On the contrary, for the WCA model, the polarization term (kernel) is inside the numerical integration: it

is then not suppressed by the normalization.

Nevertheless, even if such rather simple models are used for numerical computations on office computers with

MATLAB, the above constraint remains hard to satisfy. However, for a monostatic configuration at non-normal

incidence angles θ0 (θ0 ∈ {30◦; 45◦; 60◦} here), the gravity waves do not necessarily need to be represented very

precisely. Still, the acceptable limit remains to be determined. That is why it is suggested here to study the influence

of the surface length L on the accuracy of the incoherent normalized radar cross section (NRCS) computed by

asymptotic numerical models, by comparison with both analytical computations and an experimental model [26].

The sea surfaces being generated by using an inverse Fourier transform of the spectrum, the number of samples is

chosen as power-2 to be able to use an inverse fast Fourier transform (IFFT).

December 23, 2013 DRAFT
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A. NRCS and minimum generated surface length
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Fig. 3. Incoherent monostatic NRCS versus the incidence angle of a sea surface with wind speed u10 = 5 m/s and direction ∆φ = φ0−φw = 0,

for a frequency f = 10 GHz in HH polarization: Comparison of the KAHF, the WCA, and the SSA1 from both numerical and analytical

computations. For the numerical computations, Nsurf = 200 surfaces of length L = 15.4 m were generated. Results from an experimental

model [26] are also plotted.

Fig. 3 represents the incoherent monostatic NRCS versus the incidence angle of a sea surface with wind speed

u10 = 5 m/s for downwind direction ∆φ = φ0−φw = 0 (with φ0 the radar direction), at a frequency f = 10 GHz

and in HH polarization. A comparison of the SSA1 from both numerical (“SSA1n”) and analytical (“SSA1a”)

computations is presented, together with the KA with high-frequency regime approximation (KAHF) and the WCA

from numerical computations. For the numerical computations, Nsurf = 200 surfaces of length L = 15.4 m were

generated. The results are also compared with the experimental model of Masuko et al. [26]. For this surface length,

the number of surface samples is Nech = 212 × 212 = 4, 0962. It can be observed that for moderate incidence
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Fig. 4. Same simulation parameters as in Fig. 3, except for the generated surface length L = 61.4 m (with Nsurf = 13)

angles, 35◦ . θ . 50◦, the agreement of the numerical methods with the analytical SSA1, which includes all the

components of the spectrum, is rather correct (but with a non-negligible overestimation). By contrast, for small

or high incidence angles, 0◦ ≤ θ . 30◦ or 55◦ . θ ≤ 60◦, the agreement of the two numerical methods with

the analytical method is poor. This is also the case (and even worse) for smaller surface lengths. Similar remarks

hold for the comparison with the experimental model which should in general be superior to the simulations, as

the latter do not take several physical phenomena into account (multiple scattering, whitecaps, etc.). This condition

is clearly not fulfilled for 0 ≤ θ < 35◦. Fig. 4 represents the same simulation parameters as in Fig. 3, except for

the generated surface length L = 61.4 m. Moreover, the number of realizations is Nsurf = 13. This corresponds

to a number of surface samples (for each generated surface) Nech = 214 × 214 = 16, 3842, 214 being nearly the

maximum power-2 number our office PC (Dual Intel Xeon X5650 2× 6 cores at 2.67 GHz frequency, with 32 Go

DDR2-type RAM) can handle by using MATLAB. Comparatively to Fig. 3, there is also a good agreement (and

even better) for moderate incidence angles, as well as a much better agreement for small incidence angles, and
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in particular at θ = 30◦ where a good agreement is found. Thus, for θ = {30◦, 45◦, 60◦}, which are the angular

configurations used to establish the field statistics in the following, a rather good agreement with the analytical

SSA1 results as well as the experimental model can be observed for this surface length. This should validate the

use of this surface length at this typical frequency, at least for the lower wind speed u10 = 5 m/s. Similar remarks

and conclusions can be made for the other configurations by varying the wind direction and/or the wind speed.

Similarly as in [19], these results will be confirmed in the following by analyzing the backscatter spatial

autocorrelation. Indeed, a physical condition on the minimum generated surface length is that the backscattered

field autocorrelation tends to 0 near the edges of the surface: If this condition is not checked, then, by generating

several independent surfaces by a Monte Carlo process, we do not correctly simulate the backscattered field from

a theoretically infinite surface. This is then a necessary condition for having the right to split up the theoretically

infinite surface into its summation of independent limited size surfaces.

B. Backscattered field autocorrelation and minimum generated surface length

Fig. 5 plots an example of the simulated backscattered field amplitude real aperture radar (RAR) image from

the generation of a single sea surface, under the WCAn model in V V polarization. The simulation parameters

are: incidence angle θ = 45◦, azimuth angle with respect to the wind direction ∆φ = 90◦ (i.e., the wind blows

along the y-axis), wind speed u10 = 7 m/s. The radar operates at f = 10 GHz and has a spatial resolution

dx = dy ≡ d = 0.5 m. Generated sensed surface is made of Nech = 163842 samples with sampling step

∆x = ∆y = λ0/8. Here, radar resolution is achieved in a way similar to what is described in pp. 4188-4189 of

[21]. Nevertheless, it has been tested that the use of a window function (such as Gaussian beams) for the incident

wave is not necessary for this situation. Then, for computing the backscatter from every pixel (or square resolution

cell) of the surface, the considered incident beam is a plane wave (without Gaussian window); the calculation is

then made by assuming a single-frequency continuous wave (like in [21]) within each square resolution cell.

This figure illustrates the spatial variability of the backscattered field amplitude for a given radar spatial resolution.

Here, it can be observed that the spatial correlation between the echoes is stronger in varying the range direction

x than in the azimuth direction y. It is interesting to note that the range direction x corresponds to the cross-

wind direction, as the radar azimuthal direction with respect to the wind direction ∆φ = 90◦ (∆φ is defined with

respect to the x direction). This result is not surprising, as the surface slope variations are smaller in the cross-wind

direction than the downwind direction. Then, the sea surface heights and slopes vary much more significantly in

the y direction than in the x direction, which implies a much more significant spatial variation of the backscattered

field amplitude. This visual qualitative observation will be confirmed in the next figure analyzing quantitatively the

amplitude autocorrelation. The HH polarization (not presented here) show very similar features, with a little bit

more spiky shape.

Sea echoes can be described by coherent and incoherent covariance functions [19], [27]. Here, for the purpose

of studying the minimum generated surface length, we are interested in autocovariance functions. More precisely,

for having a fair description of the backscattered field statistics, the autocorrelation of the backscatter from a given
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PAPER SUBMITTED TO IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING 10

Range x (m)

A
zi

m
ut

h 
y 

(m
)

u
10

 = 7 m/s, θ = 45°, ∆φ = 90° − f = 10 GHz, d = 0.5 m (WCA, VV)

 

 

−30 −20 −10 0 10 20 30

−30

−20

−10

0

10

20

30

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

Fig. 5. Illustration of the RAR image simulated with the WCAn in V V polarization from a single generated sea surface for a wind speed

u10 = 7 m/s. The surface is made of Nech = 163842 samples with sampling step ∆x = ∆y = λ0/8, with f = 10 GHz, so that the surface

has a length L = 61.4 m. The radar has a spatial resolution dx = dy ≡ d = 0.5 m, a configuration of incidence angle θ = 45◦, azimuth

angle with respect to the wind direction ∆φ = 90◦ (i.e., the wind blows along the y-axis).

surface must tend to 0 near the edges of the surface.

Fig. 6 shows the amplitude (left) and phase (right) average correlation coefficients with respect to the radar range

direction x (up) and the radar azimuth direction y (down) directions (after averaging over the other direction) derived

for the same parameters as in Fig. 5 (after averaging over 63 surfaces), for both V V and HH polarizations of the

WCA model. More precisely, for the amplitude, like in Fig. 6 of [19] for a 2D problem, we study the noncoherent

backscatter and compare the results with the surface slope autocorrelation coefficients ρs of generated surfaces
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Fig. 6. Average correlation coefficients of the backscattered field amplitude (left) or phase (right) with respect to the range x (up) or the

azimuth y (down) after averaging over the corresponding orthogonal direction, for the same parameters as in Fig. 5 and by averaging over 63

surfaces. A comparison is also made with the surface slope autocorrelation coefficient ρs of generated surfaces.

with respect to corresponding x and y directions, ρs,x and ρs,y , respectively. It can be seen that, for both x and y

directions, the average phase correlation coefficients tend to 0 very fast. For the x direction, it reaches 0 as soon

as the first departure from x1 = x2, that is, 0.5 m distance here. For the y direction, it reaches approximately −0.2

at 0.5 m distance and reaches 0 afterwards. Moreover, the V V and HH polarizations do not highlight significant

differences.

The average amplitude correlation coefficients in x and y directions highlight features similar to the phase

correlation coefficients, but they both take negative values and tend to 0 much more slowly, especially for the y

direction. Indeed, in this direction, they tend to 0 only when x1 − x2 ' 55 m, near the edges of the surface. This

means that for this typical configuration, the minimum surface length to be generated to correctly describe the EM
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backscattering is in the order of 55 m, which is reached here. Other simulations for varying parameters (not plotted

here) show that decreasing the incidence angle θ or increasing the wind speed u10 or moving the azimuth direction

∆φ closer to the upwind or downwind look (∆φ = 0◦ or 180◦) leads to a slower decrease of the correlation

coefficients. This implies that the minimum surface length to be generated increases for these cases. Comparing

the V V and HH polarizations of the WCA, only slight differences appear around the minimum of the function.

Last, comparing them to the surface slope autocorrelation coefficient ρs, a rather good general agreement can be

observed for this typical configuration where local models (such as the WCA) can be applied. This is not surprising,

because we know that the so-called two-scale model (TSM) [28]–[31], which is directly related to the slope of the

facet, can be applied here. Nevertheless, a necessary condition for this agreement is that the length of the generated

surface must be greater than the minimum surface length, such that the average amplitude correlation coefficients

tend to 0 at the edges of the surface.

Thus, after checking the conditions for correctly describing the backscattered field from sea surfaces, the specific

study of its statistics can be led. Hereafter, we focus on the amplitude statistics. The phase always resembles a

uniform distribution. The real and imaginary parts depart from Gaussian distributions when the amplitude departs

from a Rayleigh distribution. This behavior is studied more thoroughly in the following section, by varying different

physical parameters, such as the radar spatial resolution d, the incidence angle θ, the azimuth angle with respect

to the wind direction ∆φ, and the wind speed u10.

IV. BEHAVIOR OF BACKSCATTERED FIELD STATISTICS WITH RESPECT TO RADAR CONFIGURATION

A. Context

In order to have enough backscattered field data Ndata to build the statistical distributions, a large number Nsurf

of trials (or surface generations) must be performed. For a fixed number of generated surfaces Nsurf , this number

of data points, Ndata, depends on the radar spatial resolution d (see Table I of [32]). Ideally, Ndata should be taken

in the order of 10, 000 [7]. The surfaces are generated from the Elfouhaily et al. spectrum model [17], as described

in sections II and III.

The following scenarios were investigated: for an X-band radar with frequency f = 10 GHz, we consider two

moderate wind speeds, u10 = 5 m/s and u10 = 7 m/s, three azimuth angles with respect to the wind direction,

∆φ = 0◦, ∆φ = 45◦, and ∆φ = 90◦, and three incidence angles, θ0 = 30◦, θ0 = 45◦ and θ0 = 60◦. For

each scenario, we study the influence of the radar resolution (or in other words, the patch dimensions) on the

statistical distributions (both their types and the values of their parameters), by taking various resolutions such

as dx = dy ≡ d = {0.5; 1; 2; 4; 6; 8; 10} m. More important, another goal is to investigate when the amplitude

distribution departs from a Rayleigh distribution, and in that case how the distribution can be fitted.

From the generation of a significant number Nsurf of sea surfaces, for a given configuration (with a given

radar spatial resolution d), a statistical analysis of the backscattered field can be led in both amplitude (modulus)

and phase, as well as in both real and imaginary parts. For all simulations that follow, we recall the following

common parameters: the frequency f = 10 GHz, the surfaces are sampled at ∆x = ∆y = λ0/8, with a
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number of samples Nech = 163842, corresponding to a surface length L = 61.4 m. The number of generated

surfaces Nsurf = 63. Knowing that the total number of statistical data Ndata is related to the number of

generated square surfaces Nsurf and the ratio of the surface length L over the radar resolution d through the

equation Ndata = Nsurf E(L/d)2 (with E the integer part operator), for d = {0.5; 1; 2; 4; 6; 8; 10} m, Ndata =

{937, 692; 234, 423; 56, 700; 14, 175; 6, 300; 3, 087; 2, 268}, respectively. First, before studying the influence of the

configurations on the backscattered field amplitude statistics, let us have a look at the statistics of the amplitude

and the phase, as well as of the real and imaginary parts.

Similarly to [9], [19], the backscattered field is normalized before plotting. For the amplitude, the normalization

is done by dividing the backscattered field data by the square root of the average cross section [9], [19]. Moreover,

for the real and imaginary parts, in order to compare with a Gaussian distribution with zero mean and unitary

standard deviation, the data are centered (i.e., mean-subtracted) and then divided by their standard deviation. Last,

for the phase, the computed distribution is normalized by 1 for better clarity of the figure. Thus, by doing so, it is

found that the KAHF (in either V V or HH polarization) and the SSA1 (in either V V or HH polarization) give

the same results. This is not surprising, as these two models are related to each other (for a given configuration)

by a constant polarization term. This constant term is suppressed after the normalization, which explains why we

get the same observed results (see equations (2-3)). As a consequence, in what follows, it is not necessary to plot

each of the four cases: giving the mean µ and standard deviation σ of the four cases and plotting only one case is

enough. This case will be SSA1 (in V V polarization).

Fig. 7 plots the backscattered normalized field real part, imaginary part, amplitude, and phase statistics for the

same configuration as in Fig. 5, for both V V and HH polarizations of the WCA and for the SSA1. First, for

the phase statistics, it can be seen that the three models follow a uniform distribution. The real and imaginary

parts show very similar behaviors between the three models. Also, they significantly depart from a Gaussian

distribution: they all show a peaked behavior, which is the most pronounced for WCA in HH polarization and

the less pronounced for WCA in V V polarization. Similar observations can be made for the amplitude statistics,

by comparison with the Rayleigh distribution, which can be seen as the consequence of the real and imaginary

parts behaviors. Indeed, if real and imaginary parts are independent and follow a Gaussian distribution with equal

variance, then the amplitude follows a Rayleigh distribution. For information, the mean value µ of the KAHF,

the SSA1, and the WCA non-normalized amplitude distributions are reported in Table I for both V V (first line)

and HH (second line) polarizations, as well as the mean value µn and standard deviation σn of these normalized

amplitude distributions. Note that µn must be compared to
√
π/4 ' 0.886 and σn to

√
1− π/4 ' 0.463 for the

Rayleigh distribution.

In what follows, the study focuses on the amplitude statistics in order to investigate the influence of various

physical parameters on the shape of the statistics, and in particular its departure from the Rayleigh distribution,

together with its fitting with other classical distributions.
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Fig. 7. Backscattered normalized field real part, imaginary part, amplitude, and phase statistics for the same configuration as in Fig. 5. Both

the V V and HH polarizations of the WCA are plotted, as well as the SSA1. For the real and imaginary parts, a comparison is made with a

Gaussian distribution, and for the amplitude, a comparison is made with a Rayleigh distribution. For the phase, the computed distribution is

normalized by 1 for better clarity.

B. Behavior of backscattered field amplitude statistics with respect to configuration

First, let us have a look at the influence of the configuration on the amplitude statistics. Fig. 8 plots the same

parameters as in Fig. 5, but for two radar spatial resolutions, d = {0.5, 2} m. Both the V V and HH polarizations

of the WCA are plotted. Also, the PDF (probability density function) is plotted on the two left figures, whereas

the CDF (cumulative density function) is plotted in the upper right panel using the linear scale and in the lower

right panel using the Weibull paper. Different spatial resolutions were tested: d = {0.5, 1, 2, 4, 6, 8, 10} m, but not

all were plotted for the clarity of the figure. It can be seen that decreasing the spatial resolution d from 2 m to

0.5 m induces a departure from the classical Rayleigh distribution. This departure is characterized by a shift of the
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TABLE I

MEAN VALUE µ OF THE NON-NORMALIZED AMPLITUDE STATISTICAL DATA, AND MEAN VALUE µn (TO BE COMPARED TO
√
π/4 ' 0.886

FOR THE RAYLEIGH DISTRIBUTION) AND STANDARD DEVIATION σn (TO BE COMPARED TO
√

1− π/4 ' 0.463 FOR THE RAYLEIGH

DISTRIBUTION) OF THE NORMALIZED AMPLITUDE STATISTICAL DATA FOR BOTH, KAHF, SSA1, AND WCA MODELS IN BOTH V V (FIRST

LINE) AND HH (SECOND LINE) POLARIZATIONS

Fig. # KAHF (µ; µn, σn) SSA1 (µ; µn, σn) WCA (µ; µn, σn)

Fig. 7, u10 = 7 m/s, d = 0.5 m, ∆φ = 90◦, θ = 45◦ 0.207; 0.842, 0.540 0.284; 0.842, 0.540 0.282; 0.842, 0.539

0.207; 0.842, 0.540 0.111; 0.842, 0.540 0.114; 0.839, 0.544

Fig. 8, u10 = 7 m/s, d = 2 m, ∆φ = 90◦, θ = 45◦ 0.129; 0.872, 0.489 0.176; 0.872, 0.489 0.174; 0.874, 0.486

0.129; 0.872, 0.489 0.069; 0.872, 0.489 0.072; 0.869, 0.496

Fig. 9, u10 = 5 m/s, d = 0.5 m, ∆φ = 90◦, θ = 45◦ 0.215; 0.854, 0.521 0.294; 0.854, 0.521 0.292; 0.854, 0.520

0.215; 0.854, 0.521 0.115; 0.854, 0.521 0.117; 0.853, 0.522

Figs. 10-12, u10 = 5 m/s, d = 0.5 m, ∆φ = 0◦, θ = 45◦ 0.254; 0.867, 0.498 0.348; 0.867, 0.498 0.345; 0.868, 0.497

0.254; 0.867, 0.498 0.136; 0.867, 0.498 0.140; 0.864, 0.503

Figs. 13-15, u10 = 5 m/s, d = 0.5 m, ∆φ = 0◦, θ = 60◦ 0.369; 0.872, 0.490 0.525; 0.872, 0.490 0.523; 0.872, 0.489

0.369; 0.872, 0.490 0.104; 0.872, 0.490 0.106; 0.871, 0.491

maximum of the PDF to lower amplitude values and an increase of the maximum, as well as a heavier tail of the

PDF. Like in Fig. 7 for d = 0.5 m, slight differences appear here for d = 2 m between V V and HH polarizations.

For instance, a slight shift of the maximum and a slightly heavier tail of the PDF occur for HH polarization.

As expected, it can be seen from Table I that increasing the spatial resolution d leads to a lower variability of

the normalized amplitude (see σn values for all models and polarizations): it gets closer to that of the Rayleigh

distribution.

Fig. 9 plots the same parameters as in Fig. 8, but by varying the wind speed u10 instead of the resolution d:

u10 = {5, 7} m/s, with d = 0.5 m. Hereafter, only the PDF is plotted for better clarity of the figures. It can be

seen that increasing the wind speed induces a more peaked PDF around its maximum and a heavier tail of the

PDF. Moreover, comparing the results for the two polarizations, increasing u10 induces a larger difference between

the two polarizations. Similarly, it can be seen in Table I that increasing u10 increases the variability σn of the

amplitude for all cases and deviates from that of the Rayleigh distribution. Similar observations can be made for

increasing the incidence angle θ0 or moving the radar look relative direction ∆φ away from the (up- or down-)

wind direction [32].

C. Comparison of backscattered field amplitude statistics with classical distributions

Second, a study of the distributions that best fit the data is led. For doing so, one interesting means is the

Pearson graph, for determining the type of Pierson distribution that must be used, depending on the skewness and

kurtosis of the normalized amplitude. This ranges from the Pearson distribution of type I to type VII, as described

in [10], [33], [34]. Several classical distributions are tested, such as the Weibull, K, Gamma distributions. In the

Pearson graph, β1 and β2 are the square of the skewness and the kurtosis of the normalized amplitude, respectively:
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Fig. 8. Backscattered normalized field amplitude statistics for the same configuration as in Fig. 5, but for two radar spatial resolutions,

d = {0.5, 2} m. Both the V V and HH polarizations of the WCA are plotted. A comparison is made with a Rayleigh distribution. Linear (up)

and logarithmic (down) scale figures are used.

β1 = m3
2/m2

3 and β2 = m4
2/m2

4, with mγ the γ-th order centered moment. Note that the normal and Rayleigh

distributions correspond to {β1 = 0, β2 = 3} and {β1 ' 0.398, β2 ' 3.245}, respectively, as indicated by N and

R in the Pearson graphs to be plotted hereafter.

Fig. 10 plots the Pearson graph of the SSA1 and the WCA models for both V V and HH polarizations, for the

same configuration as in Fig. 5, except for the wind speed u10 = 5 m/s and direction ∆φ = 0◦. The KAHF results

are not reported here, as they give the same results as the SSA1 ones, owing to the normalization. For the SSA1

model, it can be observed that the V V and HH polarizations give the same results, owing to the same reason.

They belong to the Pearson-I type area, and are rather close to the Pearson-III type limit. By contrast, for the WCA

model, the V V and HH polarizations differ from each other, and from the SSA1 model. The V V polarization of
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Fig. 9. Same parameters as in Fig. 8, but variations of the wind speed u10 instead of the resolution d: u10 = {5, 7} m/s, with d = 0.5 m
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Fig. 10. Pearson graph for the same configuration as in Fig. 5, except for the wind speed u10 = 5 m/s and direction ∆φ = 0◦. Both the V V

and HH polarizations of the SSA1 and the WCA are plotted.

the WCA is rather close to the SSA1. It is a bit farther from the Pearson-III type limit. The HH polarization of

the WCA is very close to the Pearson-III type limit. Note that the Pearson-III type distribution corresponds to the

Gamma distribution. Then, it is expected that the agreement with the Gamma distribution is significantly better for

the HH polarization than for the V V polarization of the WCA model.

Then, Fig. 11 plots the corresponding backscattered normalized field amplitude statistics for the V V polarization

of the WCA model, with the comparison with classical distributions: first, the Rayleigh distribution, but also the

Weibull, K, and Gamma distributions. Let us highlight here that although the log-normal distribution is often used,

it generally gives significantly poorer agreement than the above other distributions. That is why it is not plotted

here. First, it can be seen that the amplitude statistics slightly departs from the Rayleigh distribution. This difference

is significant in linear scale around the maximum of the distribution, and in logarithmic scale in the tail of the

distribution. This difference also appears in the CDF (cumulative distribution function), in particular for the smaller

values of the distribution (not shown here). The comparison of the amplitude statistics with the Weibull, K, and
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Fig. 11. Backscattered normalized field amplitude statistics for the same configuration as in Fig. 10, but for the V V polarization of the WCA

model only. A comparison is made with classical distributions: first, the Rayleigh distribution, but also the Weibull, K, and Gamma distributions.
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Fig. 12. Same parameters as in Fig. 11, but for the HH polarization of the WCA model.
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Gamma distributions highlights a general good agreement with these three distributions, and in particular the Weibull

and K ones. Indeed, it can be seen that they both predict very well the general shape of the PDF, as well as its

tail. The same general observations can be made for the CDF, even if observable differences occur when plotted on

Weibull paper (not shown here). The Weibull distribution gives a slightly better agreement for the PDF, whereas the

K distribution gives the best agreement for the CDF (not shown here). A Kolmogorov-Smirnov goodness-of-fit test

gives a probability of 0.53, 0.70, 0.71, and 0.38 for Rayleigh, Weibull, K, and Gamma distributions, respectively;

then, they are all valid hypotheses within the significance level of α = 5%. Moreover, comparing Fig. 11 for which

∆φ = 0◦ with the first set of curves of Fig. 9 for which ∆φ = 90◦, it can be seen that for this typical configuration,

moving the wind direction ∆φ closer to the cross-wind direction induces a departure from the Rayleigh distribution.

This is in agreement with the statistical parameters in Table I: from ∆φ = 0◦ to ∆φ = 90◦, the variability σn of

the normalized amplitude increases and gets away from that of the Rayleigh distribution.

Fig. 12 plots the same parameters as in Fig. 11, but for the HH polarization of the WCA model. The same ob-

servations can be made when comparing the amplitude statistics with the Rayleigh distribution. Similar observations

can be made for the comparison with the Weibull, K, and Gamma distributions. The main differences with the V V

polarization are: the K distribution gives the best agreement for all cases. The Weibull distribution gives a slightly not

as good agreement than the K distribution and than for V V polarization, contrary to the Gamma distribution which

gives a better match, as predicted by the Pearson graph. It is highlighted that the better agreement to the Gamma

distribution for HH than for V V polarization confirms the predictions of the Pearson graph, in particular for the

tail of the PDF. The results from the SSA1 (not plotted here), as predicted by the Pearson graph, show intermediate

results between those of the V V and HH polarizations of the WCA. A Kolmogorov-Smirnov goodness-of-fit test

gives a probability of 0.04, 0.96, 1.00, and 0.96 for Rayleigh, Weibull, K, and Gamma distributions, respectively;

then, they are all valid hypotheses within the significance level of α = 5%, except for the Rayleigh distribution.

Last, let us study the influence of the incidence angle θ0: it is changed from θ0 = 45◦ in Fig. 10 to θ0 = 60◦ in

Fig. 13. Comparatively to Fig. 10, it can be seen that changing θ0 from 45◦ to 60◦ leads to much less significant

variations between the four cases, and to a significant decrease of β2 for all models and polarizations, as well as a

decrease of β1 whose amplitude slightly depends on the case. Then, all four cases belong to the type I area, this

time, and are much closer to the Rayleigh distribution. Also, only slight differences between the four cases appear:

only the HH polarization of the WCA significantly differs from the other three cases. Thus, it is expected that the

two polarizations of the WCA have only slightly different statistical behaviors.

Figs. 14 and 15 plot the corresponding backscattered normalized field amplitude statistics for the V V and HH

polarizations of the WCA model, respectively, with a comparison with the Rayleigh distribution, as well as the

Weibull, K, and Gamma distributions. It can be seen that the amplitude statistics slightly differs from the Rayleigh

distribution for both polarizations. Significant differences between V V and HH polarizations appear only in the tail

of the PDF with a heavier tail for the HH polarization, which is in agreement with the Pearson graph in Fig. 13.

The comparison with the Weibull, K, and Gamma distributions highlights a rather good agreement for mainly the

K and Weibull distributions. The Gamma distribution does not predict the PDF shape very well, and fails to match
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Fig. 13. Pearson graph for the same configuration as in Fig. 5, except for the wind speed u10 = 5 m/s and direction ∆φ = 0◦, and for the

incidence angle θ0 = 60◦. Both the V V and HH polarizations of the SSA1 and the WCA are plotted. Then, this Figure differs from Fig. 10

by θ0 = 60◦ instead of θ0 = 45◦.

the PDF tail. The Weibull distribution gives the best agreement, and in particular for the HH polarization.

Comparatively to Figs. 11-12 where θ0 = 45◦, the agreement with the Gamma distribution is less good, which

is again in agreement with the Pearson graphs, because of the departure from Person-III type limit. Moreover, the

agreement with the Rayleigh distribution is better, and in particular in the PDF tail. It is also in agreement with the

Pearson graphs, as this configuration is closer to the Rayleigh case. Then, increasing the incidence angle θ0 leads

to a better agreement with the classical Rayleigh distribution here.

V. CONCLUSION

An analysis of the sea surface backscattered field statistics has been conducted for the case of the Elfouhaily et al.

surface spectrum model [17] for fully-developed seas, considering moderate wind speeds and moderate incidence

angles. It was established that in all studied cases, the phase can be assimilated to a uniform distribution. The field
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Fig. 14. Backscattered normalized field amplitude statistics for the same configuration as in Fig. 13, but for the V V polarization of the WCA

model only. A comparison is made with classical distributions: first, the Rayleigh distribution, but also the Weibull, K, and Gamma distributions.
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Fig. 15. Same parameters as in Fig. 13, but for the HH polarization of the WCA model.
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amplitude resembles a Rayleigh distribution for large enough radar resolutions d; correspondingly, the real and

imaginary parts resemble Gaussian distributions.

It was established that the average correlation coefficient of the backscatter amplitude is strongly related to

the surface slope autocorrelation function, as previously observed for 2D problems [19]. Decreasing the radar

resolution implies a greater variability of the field amplitude and a departure from a Rayleigh distribution. This

may be attributed to the spatial correlation between echoes. Similarly, increasing the wind speed from u10 = 5 m/s

to u10 = 7 m/s implies a larger surface slope correlation length; thus, a greater variability of the field amplitude and

a departure from a Rayleigh distribution are observed. Then, this may also be attributed to the spatial correlation

between echoes.

For the field normalized amplitude statistics, the KAHF and SSA1 models show identical behaviors for both

V V and HH polarizations. By contrast, for the WCA model, which depends not only on the surface heights but

also on the surface slopes, the V V and HH polarizations may show significantly different features. Comparisons

with different probability distribution models were conducted, and in particular with the Weibull, K and Gamma

distributions. Although the Gamma distribution is not often used for analyzing statistical data, it gives in general

a good agreement with the amplitude statistics, better than the log-normal distribution, for instance. Also, the

Pearson graph is of good help to evaluate the Gamma distribution fitting (which corresponds to the Pearson type

III distribution): the fitting is better as the distribution skewness and kurtosis values approach the type III limit;

similar remark applies to the Rayleigh distribution fitting. The Weibull distribution and especially the K distribution

also show good agreements, which is consistent with fitting procedures conducted in previous work with statistical

measurement data [10]–[15].
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