3D modelling in the Sado estuary using a new generic vertical discretization approach

Flávio MARTINS*a, Paulo LEITÃOb, Adélio SILVAc, Ramiro NEVESb

a Escola Superior de Tecnologia, Universidade do Algarve, Campus da Penha, 8000 Faro, Portugal
b Instituto Superior Técnico, Universidade Técnica de Lisboa, avenue Rovisco Pais, 1049-001 Lisboa, Portugal
c HIDROMOD Lda., Taguspark, Núcleo Central 349, 2780-920 Oeiras, Portugal

Received 28 May 1999; revised 22 March 2000; accepted 24 March 2000

Abstract − Sado estuary (Portugal) is a mesotidal well-mixed estuary. The flow however, displays strong three-dimensional features associated with bathymetry variations. The flow is simulated using a three-dimensional primitive equation model based on the finite-volume method and incorporating a new concept for the vertical discretization. The innovative features of the model are analysed and the advantages of the finite-volume method to implement the generic vertical discretization are put into evidence. The model was validated using water level, velocity and salinity measurements in several stations along the estuary. Results show the influence of main channel’s strong curvature on the generation of secondary flows inside the estuary. The steep bathymetry of the outer platform gives rise to a recirculation flow in the vertical plane that lasts for most of the tidal cycle. This structure is considered important for the sediment transport in that region. The above mentioned non-linear effects leave their print in both the transient and residual velocity fields. The results obtained help to understand the role of three-dimensional structures on the water exchange and sediment transport in the estuary. The results also confirm the suitability of the approach used in this model to simulate estuarine and coastal flows with strong three-dimensional effects. © 2001 Ifremer/CNRS/IRD/Éditions scientifiques et médicales Elsevier SAS

Résumé − Modélisation 3D dans l’estuaire du Sado avec une nouvelle approche par discrétisation verticale générique. L’estuaire du Sado (Portugal) est brassé par une marée méso-échelle, mais l’écoulement y présente des aspects tridimensionnels. La simulation utilise un modèle aux équations primitives, basé sur la méthode des volumes finis avec un nouveau concept de discrétisation verticale. Les caractéristiques du modèle sont analysées et les avantages de la méthode des volumes finis sont mis en évidence. Le modèle a été validé en utilisant des hauteurs d’eau, des vitesses et salinités mesurées en plusieurs stations au long de l’estuaire. Les résultats montrent le rôle de la forte courbure du chenal principal dans la formation d’écoulements secondaires dans l’estuaire. La bathymétrie abrupte de la plate-forme externe induit une remise en circulation dans le plan vertical qui s’étend sur la presque totalité d’un cycle de marée. Cette structure est importante dans le transport sédimentaire. Les effets non-linéaires sont visibles sur les champs de vitesse résiduelle et transitoire. Les résultats permettent de comprendre le rôle des structures tridimensionnelles dans les échanges de masses d’eau et le transport de sédiment dans l’estuaire. Ils confirment la pertinence de l’approche utilisée
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During the last two decades, advances achieved in both data measurement and modelling enabled the identification of the principal 3D features present in marine environments. First-order effects are well understood and can be accurately modelled. Attention is nowadays moving to non-linear interactions and to second-order effects. Simulation of these processes requires increasingly fine resolution both in horizontal and vertical directions. To maintain affordable simulation times, methods to describe vertical distributions and transport must be improved. In this paper a three-dimensional primitive equations model is presented. The model implements a new generic vertical discretization approach using the finite volume method. This approach is used to simulate the three-dimensional characteristics of the flow in Sado estuary.

Sado estuary is located 40 km south of Lisbon, Portugal, as shown in figure 1. It is about 20 km long and 4 km wide. The maximum depth is larger than 50 m and average depth is about 8 m. The estuary displays strong curvature and intertidal sandbanks individualise a northern and a southern channel. In the upper reaches intertidal mudflats and salt marshes occupy about one third of the estuary.

The tide is semidiurnal, with an amplitude of about 1.6 m in spring tides, and 0.6 in neap tides. The most important tidal components are M2 and S2. At the mouth their amplitudes are 0.98 m and 0.35 m respectively, both being amplified inside the estuary. The river flow displays a strong seasonal variability. In summer, monthly average values lower than 1 m$^3$·s$^{-1}$ are observed, while during winter average values of 60 m$^3$·s$^{-1}$ are usual.

The ecological and economical importance of the estuary is at the origin of the studies carried out. Bathymetric data is measured periodically, mainly in the navigation area. Tides and currents have been measured by Sobral (1977) in a few points in the estuary using fixed instruments. Ribeiro and Neves (1982) measured velocities in 12 fixed stations during complete tidal cycles and horizontal distributions of salinity and temperature. Wollast (1978; 1979) measured hydrological and geochemical properties. These studies highlighted the main processes controlling the circulation in the estuary and gave a first idea of its environmental state. The flow is mainly tidally driven and very strong residual eddies exist inside the estuary associated with the curvature of the main channels. The lower estuary is occupied by two major eddies, while in the upper estuary the residual flow is more complex. This circulation supports the subdivision of the estuary in its upper and lower part as suggested by Wollast (1979), based on the temperature and salinity distributions. The lower estuary behaves as a coastal lagoon with small fresh water influence, while the upper reaches of the estuary present a riverine behaviour. More recently, studies involving sediment transport have been carried out (Rodrigues, 1992; Vale and Sundby, 1987). Again these studies showed the difference between the
upper and lower estuary and put into evidence the importance of three-dimensional circulation, to explain their data.

A navigation channel 14-m deep is dredged across the outer region of the estuary. In this region a sharp depth gradient connects the estuary to the platform. Due to this complex geometry it is expected that only a 3D model will be able to simulate realistically the flow in the region. A full 3D model was applied to assess the role of the vertical velocity field and secondary flows in the hydrodynamics of the estuary. Due to the weak river flow rate, baroclinic effects are not expected to be important. For that reason the simulations were conducted only in barotropic mode.

2. THE VERTICAL DISCRETIZATION

In shallow areas topographic features play a major role controlling the flow, while in the deep ocean the density field is a major driving force. Sigma-type coordinates (Philipps, 1957) optimize topographic representation, allowing the same number of grid points for every depth. This discretization is quite advantageous for the simulation of barotropic flows because the flow closely follows gridlines and the vertical advective exchanges between cells are minimized. When a clear thermocline is present and a nearly horizontal mixing layer exists, the flow does not follow the bottom topography and the usual sigma coordinate produces ill-behaved results. Since in most situations the thermocline is close to horizontal, some authors use a double sigma coordinate, splitting the water column into an upper nearly horizontal and a lower terrain following sub-domains (Deleersnijder and Beckers, 1992; Santos, 1995). Isopycnic coordinate models use the density as the vertical coordinate (Oberhuber, 1993; Bleck and Boudra, 1986). As a consequence, the mesh is aligned with constant density lines. Longitudinal transport plus a grid deformation represent most advection. These models can thus minimize numerical diffusion and preserve water mass properties when the flow is fully governed by density gradients, but are not adequate to study barotropic flows or whenever topography plays a major role in the flow. Cartesian coordinate models are a compromise between former types (Bryan, 1969). There is no optimization, but the model can be used in every domain if enough computational power is available.

In real domains the relative importance of topographical effect, density forcing, inertia, and diffusion is different from point to point and therefore there is no unique optimal vertical coordinate for the whole domain. Instead, different discretizations should be implemented for different regions. In such a generic discretization approach the model must be able to solve the governing equations in a grid with any kind of geometry. This can be achieved in two different ways. The differential equations can be transformed using a generic transformation and the actual form of the grid controlled by the transformation Jacobian in each grid location (Deleersnijder and Ruddick, 1992). An alternative approach is to define explicitly the geometry of the grid and use a method suitable to solve the equations directly on that grid. One of the advantages of this approach is that any law, regardless of the Jacobean complexity that it produces, can be used to impose the grid geometry.

Most circulation models are based on finite-difference or finite-element methods. A less popular method is the finite volume approximation (Chippada et al., 1998). In this approach the discrete form of the governing equations are applied macroscopically to the cell control volume. The grid is therefore defined explicitly and the equations solved by the same procedures irrespectively of the cell geometry. Since the equations are solved in the form of flux divergences this method automatically guarantees the conservation of transported properties (Ferziger and Peric, 1995; Vinokur, 1989).

In this paper, a new primitive equations model using the finite volume method is used to simulate the three-dimensional characteristics of the flow in Sado estuary. The model solves the equations in the real domain without any space transformation. The geometry information is carried in the areas and volumes needed to calculate the fluxes. In this way, a complete separation between the hydrodynamic variables and the geometry is accomplished for all mesh types. The geometry information is updated in each time step as a function of the mesh type. The computational effort necessary to do this is comparable to that used in solving the Jacobean of the transformation, and the method is much more flexible (Vinokur, 1989). The cells can have any initial shape and suffer any time deformation. This flexible architecture is equivalent to a generic vertical co-ordinate. The same code can be used with every discretization and different discretizations can be used simultaneously in different regions of the domain (Martins et al., 1998).
In this model the domain can be divided vertically into sub-domains and a different grid law can be applied explicitly to each sub-domain as depicted in figure 2. The computational cells have some restrictions on their geometry in order to alleviate the storage and computational requirements of the model. The vertices have only one degree of freedom, along the vertical direction, being fixed in the horizontal plane as depicted in figure 3. The $U_i$ velocity cells are staggered in an Arakawa-C manner (Arakawa and Lamb, 1977).

3. SOLUTION OF THE GOVERNING EQUATIONS

The model solves the three-dimensional primitive equations in Cartesian coordinates for incompressible flows. Hydrostatic equilibrium is assumed, as well as Boussinesq approximation. The mass and momentum evolution equations are:

$$\frac{\partial u_i}{\partial t} = 0$$

(1)

$$\frac{\partial u_i}{\partial t} + \frac{\partial (u_i u_i)}{\partial x_j} = -f u_i - \frac{\rho_s}{\rho_0} \frac{\partial \eta}{\partial x_i} - \frac{1}{\rho_0} \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( A_i \frac{\partial u_i}{\partial x_j} \right)$$

(2)

$$\frac{\partial u_2}{\partial t} + \frac{\partial (u_2 u_2)}{\partial x_j} = f u_2 - \frac{\rho_s}{\rho_0} \frac{\partial p}{\partial x_2} - \frac{1}{\rho_0} \frac{\partial p}{\partial x_2} - \frac{\partial}{\partial x_j} \left( A_j \frac{\partial u_2}{\partial x_j} \right)$$

(3)

$$\frac{\partial \rho}{\partial x_3} = -\rho g$$

(4)

Where $u_i$ are the velocity vector components in the Cartesian $x_i$ directions, $\eta$ is the free surface elevation, $f$ the Coriolis parameter, $A_i$ the turbulent viscosity and $p_s$ is the atmospheric pressure. $\rho$ is the density and $\rho'$ its anomaly. The density is calculated as a function of temperature and salinity by the equation of state (Leendertse and Liu, 1978):

$$\rho = \left( \frac{5890 + 38T - 0.375T^2 + 3S}{\left( 1779.5 + 11.25T - 0.0745T^2 - (3.8 + 0.01T)S + 0.698(5890 + 38T - 0.375T^2 + 3S) \right)} \right)$$

(5)

The computed flow field transports salinity, temperature and any other tracer using an advection-diffusion equation.

The model uses a semi-implicit ADI algorithm with two time levels per iteration. Two numerical schemes are currently implemented: the four equations S21 scheme (Abbot et al., 1973) and the six equations Leendertse scheme (Leendertse, 1967). The time discretizations for these numerical schemes are depicted in figures 4 and 5 respectively.
The free surface elevation is computed through integration of equation 1 over the water column. The two components of the horizontal velocity are globally centred in \( t + 1/2 \) leading to a second order time accuracy (Martins et al., 1998). Vertical fluxes are also computed by continuity (hydrostatic approach), integrating over each cell volume. Since the mesh is allowed to move along the vertical direction the computation of the vertical fluxes and the redefinition of the geometry are calculated in conjunction. This process is analysed in the next sections.

### 3.1. Discretization of the momentum equations

The momentum equations are integrated for each cell volume \( i,j,k \). The time derivative term must be integrated over the control volume that is also variable in time. This can be easily done with the aid of the Leibnitz rule that, for volume integrals read:

\[
\frac{\partial}{\partial t} \int_V f \, dV = \int_V \frac{\partial f}{\partial t} \, dV + \int_S (\mathbf{\nabla}_s \cdot \mathbf{n}) \, dS
\]  

(6)

where \( S \) is the cell surface, \( V \) the volume, \( \mathbf{n} \) the outward normal and \( \mathbf{v}_s \) is the velocity of that surface relative to a fixed referential. The integration of the first term of equation 2:

\[
\int_S \frac{\partial \mathbf{u}}{\partial t} \, dV = \int_V \frac{\partial \mathbf{u} \cdot \mathbf{v}_s}{\partial t} \, dV - \int_S (\mathbf{v}_s \cdot \mathbf{n}) \, dS
\]  

(7)

is approximated as:

\[
\left[ \frac{\mathbf{u}_i^{t+1} \cdot \mathbf{V}_u}{\Delta t} - \frac{\mathbf{u}_i^{t} \cdot \mathbf{V}_u}{\Delta t} \right] - \left[ (\mathbf{U}_i \cdot \mathbf{W}_i \cdot \mathbf{A}_{H_H})_{top} - (\mathbf{U}_i \cdot \mathbf{W}_i \cdot \mathbf{A}_{H_H})_{bot} \right]
\]  

(8)

where \( \mathbf{U}_i \) (considered constant over each cell face) is the discretized velocity component in the Cartesian referential, \( \mathbf{V}_u \) is the volume of the u-cell and \( \mathbf{A}_{H_H} \) it’s boundary surface. In the last term \( \mathbf{A}_{H_H} \) is the projected area of the top and bottom cell faces into the horizontal plan. \( \mathbf{W}_i \) is the velocity of those faces and is determined by the vertical movement of the vertices as a function of the particular grid law in use. The other terms of the surface integral are not present since the cell adopted in this model do not admit horizontal movement of the lateral faces.

The advective term of equation 2 is integrated with the aid of the Gauss theorem, applied to the volume in some instant of time between \( t \) and \( t+1 \):

\[
\int_S \text{div}(\mathbf{u}_s \mathbf{v}_s) \, dV = \int_S \mathbf{u}_s \cdot \mathbf{n} \, dS
\]  

(9)

This term is approximated as:

\[
\left[ (\mathbf{U}_i \cdot \mathbf{W}_i \cdot \mathbf{A}_{H_H})_{top} - (\mathbf{U}_i \cdot \mathbf{W}_i \cdot \mathbf{A}_{H_H})_{bot} \right] 
\]

(10)

were \( \mathbf{W}_i \) and \( \mathbf{A}_{H_H} \) are the horizontal water fluxes across the u cell faces and \( \mathbf{W}_i \) is the absolute vertical velocity. The last terms of equations 8 and 10 can be added producing:

\[
\sum U_i \cdot W_r \cdot A_{H_H} = (U_i \cdot W_r \cdot A_{H_H})_{top} - (U_i \cdot W_r \cdot A_{H_H})_{bot}
\]

(11)

where \( \mathbf{W}_r \) is the vertical velocity of the fluid measured relative to the top and bottom surfaces and \( \mathbf{W}_r \cdot \mathbf{A}_{H_H} = U_3 \mathbf{flux} \) is the water flux trough that surface. This term can be viewed as the advective fluxes entering the moving cell. The particular discretization of this advective term depends on the advective method used. The final form of the \( \mathbf{u}_i \) momentum equation is:

\[
\frac{V_r(\mathbf{U}_i^{t+1} - \mathbf{U}_i^t)}{\Delta t} + \sum U_i \cdot \mathbf{W}_i \mathbf{flux} = \frac{1}{\rho_0} \mathbf{F}_i
\]  

(12)

\( \mathbf{F}_i \) is the \( x_i \) component of the forces applied to the fluid mass due to barotropic, baroclinic, Coriolis, horizontal and vertical diffusion effects. Since the lateral cell faces

\[
\eta^{t+1}(\mathbf{u}_i^{t+1}, \mathbf{u}_i^t) \rightarrow \mathbf{u}_i^{t+1} \rightarrow \mathbf{u}_i^t \rightarrow \Delta t 
\]

(13)
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are vertical, the fluxes through those faces are completely horizontal. The advective and diffusion terms however are iso-layer operators. This can lead to artificial vertical transport in sloping meshes but are preferable in bathymetry influenced regions since the bottom processes are not destroyed (Mellor and Blumberg, 1985).

For stability reasons the vertical transport and barotropic pressure are computed implicitly, all the other terms in equation 12 are calculated explicitly.

For some grid laws the volume \( V_u \) is dependent on the hydrodynamic variables and is not known at the instant \( t+1 \) during the calculation of the horizontal velocities. For this reason the geometry changes are taken into account during the computation of the vertical velocities.

### 3.2. Processes in the vertical direction

The vertical velocity in each cell is calculated by continuity integrating equation 1 in the cell volume and in time. The surface integral extends to all cell faces and the horizontal fluxes used in this equation must be the same used in the momentum and elevation equations in order to ensure conservation.

The cell volume at \( (t+1/2) \) depends on the vertical discretization in use: For sigma discretization the volume is a function of time through \( \eta \) and can be readily calculated. For isopycnic discretization the mesh moves as a function of the density field that have not been calculated yet, finally for the lagrangean discretization the mesh moves as a function of the vertical velocity itself and the procedure should be implicit.

In order to implement a generic discretization method the vertical velocity is computed in two steps. In the first step the value \( W_{v*} \) is predicted assuming that the volume remains constant:

\[
A_{H_i} \cdot (W_{ij}^{\eta} + \frac{1}{2} - W_{ij}^{\eta}) = \sum_j U_{ij}^{flux} \quad (13)
\]

The \( W_{v*} \) value is then used, if needed, for the redefinition of the mesh geometry. The value of the vertical velocity is then corrected using the volume variation:

\[
A_{H_i} \cdot (W_{ij}^{\eta} + \frac{1}{2} - W_{ij}^{\eta}) = \sum_j U_{ij}^{flux} - \frac{Vol_{ijk}^{\eta} + \frac{1}{2} - Vol_{ijk}^{\eta}}{At/2} \quad (14)
\]

### 3.3. Boundary conditions

Five types of boundaries were used in this application: free surface, bottom, lateral closed boundary, lateral opened boundary, and moving boundary.

At the free-surface boundary the water flux across the surface was assumed null

\[
W_{flux}\big|_{sup} = 0 \quad (15)
\]

and the wind stress was not considered.

At the bottom boundary the water flux is also assumed null and a quadratic law is used to calculate the bottom stress:

\[
v_{ij} \frac{\partial u_i}{\partial x_j} \big|_{bot} = C_D u_i \sqrt{u_i^2 + u_j^2} \quad i,2 \quad (16)
\]

Were \( v_{ij} \) is the vertical eddy viscosity and \( C_D \) is the drag coefficient. For stability reasons the bottom stress must be calculated implicitly in the momentum equation of the bottom cell. This is accomplished using a procedure proposed by Backhaus (1983).

The closed boundaries of the domain correspond to land. The area of that surface is much smaller than the bottom surface. Also, the horizontal resolution of this mesoscale model is larger than the characteristic dimension of the lateral boundary layer. For that reasons an impermeable, free slip condition was adopted:

\[
\frac{\partial u_i}{\partial x_i} = 0 \quad (17)
\]

\[
u_j \cdot n_i = 0 \quad (18)
\]

Using the finite volume method this is accomplished in a direct way specifying zero water fluxes and zero momentum diffusive fluxes for the cell faces in contact with land.

At the open boundaries the tidal signal was imposed specifying the free surface elevation of that cells.

Moving boundaries are closed boundaries whose position varies with time; this type of situation arises in domains with inter-tidal zones. In this case the uncovered cells must be tracked. For computational reasons the condition \( \eta \leq -h \), \( h \) being the local depth, cannot be used to decide if a cell is uncovered. Instead, a criteria based on figure 6 is used. HMIN is the depth below which the
cell is considered uncovered; thus conserving a thin sheet of water above the uncovered cell. The cells of position \(i,j\) are considered uncovered when at least one of the two following situations is true:

\[
H_{ij} < H_{\text{MIN}} \quad \text{and} \quad \eta_{ij} - h_{ij} + H_{\text{MIN}} < 0 \quad (19)
\]

or

\[
H_{i,j-1} < H_{\text{MIN}} \quad \text{and} \quad \eta_{ij} - h_{i,j-1} + H_{\text{MIN}} < 0 \quad (20)
\]

Where \(H = h + \eta\) is the total depth. The second condition of equation 19 assures that the cell is not being covered by waves propagating from the left to the right and the second condition of equation 20 assures that the cell is not being covered by waves propagating from the right to the left. The noise formed by the abrupt variations in velocity of the dry cells is controlled with a careful choice of \(H_{\text{MIN}}\) (Leendertse and Liu, 1978).

4. RESULTS

The model was used in Sado estuary to characterize the three-dimensional features of the flow present in some regions of the domain. Because in summer the river flow is small, a barotropic simulation was carried out. A \(120 \times 158\) points horizontal mesh with 200 m constant horizontal step was used. The model was coupled to a 1D model for the river section of the estuary. This 1D model solves the same set of equations of the complete 3D model. The same code in fact used in both cases, since the model can be run in 1D, 2D or 3D mode. Vertical discretization was based on a sigma grid law with six layers, except for the recirculation analysis where other mesh configurations were used.

4.1. Model calibration

Tidal height and velocity measurements were used to calibrate the model. The water level was imposed at the sea boundary using 22 harmonic constants from the Sesimbra tide gauge (Sobral, 1977). For the river flow daily averages were imposed. During the simulation period the flow varied from a minimum of \(1.1 \, \text{m}^3\text{s}^{-1}\) to a maximum of \(1.4 \, \text{m}^3\text{s}^{-1}\). The paper industry is also the origin of fresh water that must be considered. For that effluent a monthly average of \(0.19 \, \text{m}^3\text{s}^{-1}\) was used. The urban effluent and non-point sources were very low and were not considered. The wind stress was also not considered since the variability was very high.

4.1.1. Hydrodynamic calibration

The model results were compared with field data at six water level stations (1 to 6 in figure 1) and seven velocity stations (7 to 13). Each velocity station comprises a current meter located 1 m below the surface and another located 3 m above the bottom (Ribeiro and Neves, 1982). In figure 7 the water level data of station 6, located in the interior of the estuary is compared with model results for the period 13–21 July. The agreement is quite good with maximum errors less than 1%.

Velocity values from the model were also compared with field data. In figure 8 field data and model results are compared for station 11. Since only short period velocity records were available it was not possible to decompose the data into their constituents. Instead, the raw data were used in this comparison. There is satisfactory agreement both for water slack instants and velocity values.
4.2. Three-dimensional effects

A region of steep bathymetry makes the transition between the estuary and the coastal waters. The maximum gradient found in this region is about 1/10. A pronounced slope like this can produce recirculation flows in the vertical plan during the ebb period. If the momentum is high in the top layers the increase in depth will produce a large positive pressure gradient in the direction of the flow. The shield effect produced by the slope induces a momentum deficit in the base of the slope. Due to this lack of momentum, the flow in that region cannot withstand the pressure gradient and reverse its direction. In figure 9 the transient velocity field in a vertical cut through that region is presented. The cut location is indicated by point C in figure 1. The recirculation can be identified during almost 3 h of the ebb period.

The recirculation only exists if the high momentum of the top layers cannot be efficiently transported to the lower layers. Since this transport is mainly diffusive the recirculation must be very sensitive to the vertical diffusion of momentum. In the numerical results this diffusion is produced not only by the diffusive term but also by the numerical diffusion created by the model. The numerical diffusion depends on the numerical discretization of the non-linear terms and is also a function of the flow direction relative to the mesh. For that reason the grid geometry will influence the existence and size of the recirculation.

Figure 8. Velocity modulus time series in station 11.

Figure 9. Vertical recirculation in a steep region, sensitivity to vertical viscosity.
A sensitivity analysis was performed to investigate the influence of the vertical eddy viscosity coefficient and grid geometry on the recirculation characteristics.

Figure 9 shows the flow in the cut region 4 h after high waters for vertical viscosity values of 0.005 m$^2$s$^{-1}$, 0.01 m$^2$s$^{-1}$, and 0.02 m$^2$s$^{-1}$. Six equally spaced sigma layers were used. It can be seen that the recirculation is highly sensitive to the vertical diffusion not appearing at all for the 0.02 m$^2$s$^{-1}$ run.

The influence of different mesh discretizations upon the formation and size of the recirculation was also analyzed. Using the generic vertical discretization approach described above, three different meshes were tested: Sigma, Cartesian and Lagrangean, as depicted in figure 10. In all cases a vertical viscosity of 0.01 m$^2$s$^{-1}$ was used. The Cartesian discretization used was of the shaved cell type (Adcroft et al., 1997). In this discretization, cells with cuts in the regions where they intersect the bathymetry represent the bottom topography. The Lagrangean discretization is based on an original sigma mesh. In each time step the mesh is allowed to perform controlled displacements from its original geometry, based on the local vertical velocity.

With the Cartesian discretization the flow exhibits excessive diffusion, and the recirculation cannot be correctly represented if the same number of layers is used. This diffusive behaviour is attributed to numerical diffusion due to the large angle between the velocity field and the mesh principal directions. Both the sigma and the Lagrangean discretizations reduce this angle producing a more identified vortex.

4.3. Residual currents

The residual velocity field helps the understanding of long-term water exchange inside the estuary and is a valuable tool to comprehend its sediment dynamics. For that reason the residual flow for a nine days period was computed. Six sigma layers were used and the calibrated (constant) vertical viscosity of 0.01 m$^2$s$^{-1}$ was applied. This value was also used as the reference case for the sensitivity analysis. In figure 11 the residual velocity field for the surface layer can be seen. Two residual circulation structures in the horizontal plan can be identified near the mouth and a clockwise eddy in the interior of the estuary. Along the main channel a strong transport towards the ocean is also present. In figure 12 a vertical cut through the inlet region is presented. This residual secondary flow shows a NW surface transport from the sandbank to the main channel and a SE bottom transport. Based on those figures, a mechanism explaining the stability of the sandbank southeast from station 2 and the deep bathymetry of the inlet can be suggested. The surface horizontal
eddy recirculates the sediments that have exited the estuary towards the sandbank. The secondary flow of figure 12 feeds them to the slope. Since this process occurs on the outside of the estuary the low frequency residual flows suffer influence from higher frequency mechanisms such as wind waves. Further research must therefore be developed to evaluate the relative importance of each process.

Inside the estuary the average wind activity is rather low making this type of analysis more reliable. The sandbanks between the north and south channels, in the estuary interior, receive their sediment supply mainly from riverine sources. The horizontal residual circulation is expected to play a major role in the distribution of sediments to the sandbanks. A mechanism similar to the one described above is proposed to explain the stability of these sandbanks. Figure 13 shows a surface transport associated with the horizontal recirculation that delivers sediments to the channel, and a bottom transport that feeds back the sediment to the sandbank. The sediments from the south channel are forced to the north channel by the horizontal circulation. In figure 14 a vertical cut of the north channel show a bottom transport towards the sandbank capable of maintain the equilibrium with the surface transport towards the channel.

These strictly hydrodynamic results show the importance of an accurate three-dimensional simulation to obtain good results from sediment transport models. This is frequently neglected in barotropic situations, and can lead to large inaccuracies in bathymetries with strong curvature.

5. CONCLUSIONS

The 3D effects in the Sado estuary have been shown as very important even in barotropic conditions. Regions of strong vertical velocities producing recirculation on the vertical plane where identified. These flows are associated with curvature of the channels and with bathymetry variations. Simulations using Cartesian, sigma and
Lagrangean meshes were performed to access the sensitivity of the results to different vertical discretizations. Differences between the results were illustrated comparing the vertical recirculation at the outlet. Sigma and Lagrangean meshes give similar results. To obtain the recirculation vortex using the Cartesian mesh, a bigger number of layers was necessary.

Despite these differences, the tendency to recirculate was consistent for every mesh and for every viscosity value. This enabled a qualitative interpretation of three-dimensional hydrodynamic features’ effects upon the sediment dynamics of the estuary. In this interpretation the sand banks forming the northern and southern channels are shown to originate from residual circulations on the vertical plane, associated with the curvature of the estuary. It is also shown that the vertical recirculation during the ebb in the slope adjacent to the exterior platform can contribute to build and maintain that slope.

The Lagrangean discretization used in the sensitivity analysis was initialised with a sigma mesh and allows controlled displacements that tend to align it with the velocity field. Numerical diffusion is expected to be smaller producing better results, although the differences are small. Lagrangean grid is expected to improve model results in baroclinic flows, especially in the presence of internal waves, which can create large numerical diffusion when simulated by a small number of fixed layers.
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