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Abstract Fast and nondestructive X-ray fluorescence (XRF) core scanning provides high-resolution ele-
ment data that are widely used in paleoclimate studies. However, various matrix and specimen effects pre-
vent the use of semiquantitative raw XRF core-scanning intensities for robust paleoenvironmental
interpretations. We present here a case study of a 50.8 m-long piston Core MD12-3432 retrieved from the
northern South China Sea. The absorption effect of interstitial water is identified as the major source of devi-
ations between XRF core-scanning intensities and measured element concentrations. The existing two cali-
bration methods, i.e., normalized median-scaled calibration (NMS) and multivariate log-ratio calibration
(MLC), are tested with this sequence after the application of water absorption correction. The results indi-
cate that an improvement is still required to appropriately correct the influence of downcore changes in
interstitial water content in the long sediment core. Consequently, we implement a new polynomial water
content correction in NMS and MLC methods, referred as NPS and P_MLC calibrations. Results calibrated by
these two improved methods indicate that the influence of downcore water content changes is now appro-
priately corrected. We therefore recommend either of the two methods to be applied for robust paleoenvir-
onmental interpretations of major elements measured by XRF-scanning in long sediment sequences with
significant downcore interstitial water content changes.

1. Introduction

Major element compositions of marine and lacustrine continuous sedimentary sequences have a great
potential in a wide variety of research topics such as chronology, stratigraphy, sedimentology, paleoenviron-
ment, and paleoceanography [Norris and R€ohl, 1999; Peterson et al., 2000; R€ohl and Abrams, 2000; Jaccard
et al., 2005; Mulitza et al., 2010; Tjallingii et al., 2010; Collins et al., 2013; Govin et al., 2014]. Different
approaches and methods have been used during the last years. The conventional geochemical analytical
methods have high precision and accuracy. However, they are time consuming and, more importantly, they
require a large number of destructive analyses to produce high-resolution downcore records of major ele-
ment concentrations. X-ray fluorescence (XRF) core scanning techniques provide a nondestructive alterna-
tive to rapidly perform nearly continuous element measurements directly from the surface of untreated
split sediment cores [Jansen et al., 1998; Kido et al., 2006; Weltje and Tjallingii, 2008]. The advantages of XRF
core scanner over conventional destructive techniques led to its intensified use over the last decade.

The main drawback of XRF core-scanning (hereafter referred as ‘‘XRF-scanning’’) is that the element compo-
sitions are only semiquantitatively measured as element intensities and do not directly represent element
concentrations in bulk sediments. Although XRF-scanning intensities are reported to be linearly correlated
with element concentrations [e.g., Jansen et al., 1998; B€oning et al., 2007], the linear relationship may be
notably altered by various specimen and matrix effects [Tjallingii et al., 2007; Weltje and Tjallingii, 2008;
L€owemark et al., 2011; Hennekam and de Lange, 2012; Lyle et al., 2012; Weltje et al., 2015]. Because these
effects have different amplitudes depending on the element, even element ratios derived from XRF-
scanning intensities may be strongly affected, inducing large uncertainties for paleoenvironmental interpre-
tations. These features prevent the use of raw XRF-scanning element intensities or ratios from most paleocli-
matic studies. Correction of these effects is, therefore, necessary for robust paleoenvironmental
interpretations [e.g., Tjallingii et al., 2007; Hennekam and de Lange, 2012; Dang et al., 2015].
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Most existing correction methods only partially correct the matrix and specimen effects in sediment
sequences [e.g., Kido et al., 2006; Tjallingii et al., 2007; L€owemark et al., 2011; Hennekam and de Lange, 2012].
Besides ‘‘single-effect’’ corrections [e.g., L€owemark et al., 2011; Hennekam and de Lange, 2012], integrated
calibration methods have been developed to take into account multiple effects. Weltje and Tjallingii [2008]
proposed the log-ratio calibration equation (LRCE), which has recently been updated to a multivariate log-
ratio calibration (MLC) that better accounts for the matrix effect and is able to predict bulk element concen-
trations [Weltje et al., 2015]. In parallel, Lyle et al. [2012] suggested a quick approach, the normalized
median-scaled (NMS) method, to estimate sedimentary component concentrations in bulk sediments. The
NMS method takes into account downcore density changes and differences in element efficiencies in pro-
ducing characteristic X-ray.

XRF-scanning element intensities of long sedimentary sequences may exhibit an additional bias due to the
downcore decrease in interstitial water induced by sediment compaction. So far, the NMS method is the
only existing XRF calibration that has been applied on long sedimentary sequences, but a long-term bias
was still observed in the NMS-calibrated CaCO3 profile [Lyle and Backman, 2013].

In order to propose the most appropriate calibration methods to be applied in long sediment sequences,
we use here a case study, performing element composition and XRF-scanning analyses on a 50.8 m-long
core (MD12-3432) retrieved from the northern South China Sea. Through a quantitative comparison of XRF-
scanning intensities and measured concentrations, we identify downcore changes in interstitial water con-
tent as the key factor influencing XRF-scanning intensities in this core. We then assess the performance of
the existing correction and calibrations. Because they do not efficiently correct such water content changes,
we implement them with a new correction, bringing us one step forward toward robust quantitative inter-
pretations of major elements in long sedimentary sequences.

2. Material and Analytical Methods

Core MD12-3432 (19816.88’ N, 116814.52’ E, 2125 m water depth) was retrieved in 2012 onboard the R.V.
Marion Dufresne during the French-Chinese CIRCEA cruise organized within the LIA-MONOCL framework
[Kissel et al., 2012]. The core is 50.8 m long and it is located on the northern slope of the South China Sea,
approximately 340 km offshore the Pearl River mouth. The sediment lithology is homogenously dominated
by gray clays with several layers rich in organic matter, and the fractional porosity is higher in top sections
than in lower sections [Kissel et al., 2012].

XRF core-scanning of major elements was performed on the working half of the core using an Avaatech
XRF Core Scanner with standard procedures [Xie et al., 2014]. Each core section was removed from refrigera-
tion at least 2 h before smoothing the surface and covering with a 4 l thick ultralene film to avoid water
condensation below the film. XRF-scanning data were collected every 1 cm over a 1.6 cm2 area with a
downcore slit size of 10 mm and a counting time of 30 s per sample. Major element (13Al to 26Fe) measure-
ments were performed with a generator setting of 10 kV and a current of 0.2 mA, no filter was used.

In order to calibrate XRF-scanning intensities, 102 discrete bulk sediment samples were taken every 50 cm
from the center of the working sections with a cubic container (2 3 2 3 2 cm). These discrete samples were
first freeze-dried and weighted to calculate their dry bulk density. To quantitatively determine the major
element composition of discrete sediment samples, wavelength dispersive XRF analyses (hereafter called
‘‘WD-XRF’’) were conducted. The dried bulk sediment was first manually ground in order to eliminate the
potential influences of grain size. Then, 0.70000 6 0.00008 g of sediment was melted with 7.0000 6

0.0008 g of a fusion agent (mixture of lithium tetraborate and lithium metaborate) into a sample bead
(3.7 cm diameter, 0.7 cm thick). The prepared sample beads were measured with a PANalytical AXIOSmAX

wavelength dispersive XRF spectrometer. Replicated analyses of the Chinese rock and sediment GSR6 and
GSD15 standards were conducted every day at the beginning of the measurement runs to control the ana-
lytical precision and accuracy, and indicated a relative standard deviation lower than 1% and a relative accu-
racy lower than 6%. The use of complementary inductive coupled plasma atomic emission spectrometer
(ICP-AES) analyses performed on additional discrete samples confirms the reliability of WD-XRF major ele-
ment concentrations (see details in supporting information text S1).
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Water content was measured at LSCE, France, by weighing 53 bulk sediment samples taken from the same
horizons as WD-XRF samples, before and after drying. All other geochemical analyses were completed at the
State Key Laboratory of Marine Geology (Tongji University), China. All data sets are available in supporting
information.

3. Experimental Results

Noncalibrated XRF-scanning intensities (supporting information Data Set S1) and WD-XRF concentrations
(supporting information Data Set S2) obtained in Core MD12-3432 are shown in Figure 1.

In this core, XRF-scanning Al, Si, and K intensities are relatively constant along the lower 25 m and progres-
sively decrease upward along the upper 25 m of the core. Ca intensity continuously decreases upward,
while Ti and Fe intensities remain relatively stable. WD-XRF concentrations do not exhibit such clear long-
term trends, except for Si and Ca concentrations that slightly increase and decrease, respectively, upward
along the core. WD-XRF concentrations of other elements are relatively stable throughout the core. Besides
these long-term variations, rapid changes are observed both in XRF-scanning intensities and WD-XRF con-
centrations (despite their lower resolution) throughout the core. They are characterized by low intensities or
concentrations of terrigenous elements (Al, Si, K, Ti, and Fe) and synchronous high Ca intensities or concen-
trations (Figure 1, yellow-shaded areas).

The linear relationship between XRF-scanning intensities and WD-XRF concentrations is not always suffi-
ciently well-defined for direct linear calibration. The correlation coefficient (R2), which is calculated using
the WD-XRF data and XRF-scanning intensities from the same horizon, is high for Ca, moderate for K, Ti, and
Fe, and low for Al and Si (Table 1).

To evaluate the differences between the between XRF-scanning and WD-XRF data measured at the same hori-
zon, intensities are first scaled to the median concentration value of a given element, and relative differences
(D) are then calculated. For element e at depth d, the relative difference (De,d) is defined using equation (1):

De;d5ðIe;d=Ie;M3 We;M2We;dÞ=We;d (1)

where We,M and Ie,M are the median values of all WD-XRF concentrations, and all XRF scanning intensities,
respectively, of element e, We,d and Ie,d are WD-XRF concentration and the XRF scanning intensity, respec-
tively, of element e at depth d.

These relative differences are also reported in Figure 1 for each element. They present diverse but notable
long-term evolutions for the different elements. Indeed, while DTi and DFe are relatively constant through-
out the core, DAl, DSi, and DK are relatively high (�10%) in the lower 25 m of the core and decrease to nega-
tive values in the upper section. In contrast, DCa decreases by about 40% from the bottom to the top of the
core. Such trends in relative differences suggest that specimen or matrix effects have affected the XRF-
scanning intensities of Core MD12-343.

4. Assessing the Influence of Matrix and Specimen Effects in Core MD12-3432

The matrix effect corresponds to the scattering, absorption, and enhancement of XRF-scanning intensity
caused by the presence of other elements. For instance, high Ca concentration absorbs the X-ray fluores-
cence of Ti and Fe, and causes excess excitation for K, resulting in artificially decreased Ti and Fe intensities
and increased K intensities [Kido et al., 2006; B€oning et al., 2007; Kujau et al., 2010]. In Core MD12-3432, the
absence of a clear pattern in D records of K, Ti, and Fe in the intervals corresponding to Ca concentration
peaks (Figure 1, yellow-shaded areas) indicates (1) that these short-term variations result from the relative
dilution of biogenic material by terrigenous input and (2) that the Ca-content-related matrix effect has a
very limited influence in Core MD12-3432.

Several sedimentary conditions are included in the so-called specimen effects. They were partly reduced in
this case by smoothing the surface of split core before covering with the ultralene film and by the removal
of low-quality data points induced by gaps and cracks within the sediment. Another possible specimen
effect is the dry bulk density, which may increase the volume-normalized intensity of a given element.
Indeed, higher dry bulk density increases the amount of all measured target elements and hence results in
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higher intensities of all elements [Lyle et al., 2012]. However, increased density may also reduce the trans-
mission distance of X-ray, resulting in a decrease of analyzed sediment volume. In Core MD12-3432, the dry
bulk density is significantly higher at the bottom than at the top of the core (Figure 1a), as commonly
observed in long sediment cores because of the natural sediment compaction (e.g., in IODP sediment
sequences [Lyle et al, 2012] and Calypso cores) and potential coring-induced stretching. Relatively constant
XRF-scanning intensities and D values of heavy elements (Ti and Fe) throughout the core (Figures 1h
and 1i) suggest here a limited influence of downcore changes in dry bulk density on XRF-scanning inten-
sities in Core MD12-3432.

Figure 1. Downcore changes in XRF-scanning intensities and discrete WD-XRF element concentrations. (a) Dry bulk density (black dots); (b) XRF-scanning Cl intensity; (c) water content
(blue dots); (d–i) WD-XRF element concentrations of both calibration (open brown diamonds) and evaluation data sets (solid brown diamonds), XRF-scanning intensities (gray lines), and
relative differences (D, blue diamonds) of (d) Al, (e) Si, (f) K, (g) Ca, (h) Ti, and (i) Fe. Red and dark gray lines are the quadratic polynomial fits calculated from all discrete bulk sediment
concentrations and XRF-scanning intensities, respectively. Yellow-shaded areas highlight short time intervals with high Ca concentrations (see sections 3 and 4).
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Water attenuation is the most discussed specimen effect for sedimentary sequences, because the presence
of water absorbs X-ray energy, preferentially affecting light elements with weak fluorescence energies, in
particular Al and Si [Ge et al., 2005; Kido et al., 2006; Tjallingii et al. 2007; Hennekam and de Lange, 2012]. The
water attenuation effect can derive from the water film formed under the covering foil or from downcore
changes in the water content, which both need to be scrutinized.

In marine sediment cores, XRF-scanning Cl intensity can be used as a proxy for water content [Kido et al.,
2006; Tjallingii et al. 2007; Hennekam and de Lange, 2012]. In Core MD12-3432, Cl intensity decreases downcore
(Figure 1b), similarly to the low-resolution water content decrease (Figure 1c) and in opposition with the dry
bulk density increase (Figure 1a). Long-term changes in Cl intensity hence mainly represent variations in inter-
stitial water content in this core. As core stretching is limited with the new coring device onboard R/V Marion
Dufresne (we checked with other analyses that it does not exceed the top 1.5 m in Core MD12-3432), these
simultaneous variations suggest that water content is gradually reduced downward due to natural sediment
compaction. Therefore, the long-term trends of element intensities and D values of lighter elements (Al, Si, K,
and Ca), compared to the stability of heavier elements (Ti and Fe), most likely result from the increasing water
contents in upper sections (Figure 1). In addition, coeval short-term increases in Cl intensity and decreases in
dry bulk density (Figure 1, yellow-shaded areas) indicate that these short-term Cl changes predominantly rep-
resent variations in interstitial water content in this study (and not changes in the thickness of the water film
as reported by Hennekam and de Lange [2012]). Coeval with low XRF intensity values for all terrigenous ele-
ments, independently from their atomic mass, these short-term water content increases have, however, a very
limited impact on XRF-scanning intensities. Therefore, the XRF-scanning intensities in this study remain mainly
affected by the long-term downcore decrease in interstitial water.

5. Calibration Methods and Results

In order to determine which calibration method is the most suitable for long sedimentary sequences with
large downcore water content variations, we tested on Core MD12-3432 the two most recent integrated cal-
ibrations, the NMS [Lyle et al., 2012; Lyle and Backman, 2013], and MLC [Weltje et al., 2015]. To test the most
up-to-date calibration methods accounting for the water attenuation effect, we applied the correction of
water absorption effect defined by Hennekam and de Lange [2012], prior to running the NMS and MLC cali-
brations (see calculation details in supporting information text S2). Hereafter, we refer to these water-
corrected calibration methods as W_NMS and W_MLC. The effect of this water correction on NMS- and
MLC-calibrated results is evaluated in supporting information, text S2.4.

Thirty-four of the samples analyzed by WD-XRF (hereafter called ‘‘calibration dataset’’) are used to convert
XRF-scanning intensities into calibrated concentrations and relative proportions of six major elements (Al,
Si, K, Ca, Ti, and Fe). The remaining 68 WD-XRF samples (hereafter called ‘‘evaluation dataset’’) are used to
evaluate the quality of tested calibrations. The evaluation of calibrations is therefore done independently

Table 1. Comparative Performance of Calibrations Based on the Independent Evaluation Data Set (Except for Regressions With Raw
XRF-Scanning Intensities, see Footnote)a

MSRE

R2

Al Si K Ca Ti Fe Average

Raw intensitiesb 0.29 0.21 0.62 0.95 0.77 0.73 0.59
W_NMSc 0.00169 0.93 0.94 0. 92 0.98 0.84 0.66 0.88
W_MLCc 0.00183 0.81 0.96 0.91 0.99 0.68 0.49 0.81
NPS’d 0.00173 0.90 0.93 0.90 0.97 0.85 0.66 0.87
NPSe 0.00159 0.91 0.95 0.92 0.97 0.86 0.68 0.88
P_MLCe 0.00174 0.90 0.95 0.91 0.97 0.74 0.54 0.83

aThe calibration results are evaluated using their mean squared relative errors (MSRE) and R2 with respect to concentrations or rela-
tive element proportions of the WD-XRF evaluation data set.

bThe R2 values are calculated from linear regressions between raw XRF-scanning intensities and WD-XRF concentrations from the
same horizon (102 horizons).

cThe water attenuation correction defined by Hennekam and de Lange [2012] was applied to XRF-scanning intensities prior to running
the NMS and MLC calibrations.

dNPS calibration with normalizing to unity rather than to WD-XRF sums (section 6.1).
eThe polynomial correction proposed in this study was applied to account for downcore interstitial water changes in long sediment

cores.
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from the calibration data set. Several tries with different numbers of calibration versus evaluation data
points yielded very similar results (not shown).

The mean squared relative error (MSRE) of elements is used below to quantitatively compare the perform-
ance of different calibrations. MSRE is calculated following equation (2):

MSRE5
1

nD

Xn

d51

XD

e51

de;d (2)

where n and D are the number of measured horizons and calibrated elements, respectively; de,d is the rela-
tive error of element e at depth d defined as:

de;d5ðCe;d–We;dÞ=We;d (3)

where Ce,d is the calibrated value of element e at depth d, We,d is the WD-XRF concentration of element e at
depth d.

5.1. Normalized Median-Scaled Calibration (NMS) Applied to This Case Study
The NMS calibration [Lyle et al., 2012; Lyle and Backman, 2013] builds a reasonable model to quickly estimate
the concentrations of sedimentary components in bulk sediments (i.e., Al2O3, SiO2, K2O, CaCO3, TiO2, and
Fe2O3 in this study) from a limited number of discrete measurements (see supporting information text S2.2
for the detailed procedure). Note that it was performed here on the water-corrected XRF-scanning inten-
sities of Core MD12-3432 (see above). The W_NMS-calibrated component concentrations were then con-
verted to element concentrations (e.g., %Ca for Ca) in bulk sediments to simplify the comparison to
element percentages provided by the MLC method (section 5.2).

The W_NMS calibration significantly improves R2 values, in particular for Al%, Si%, and K% (Table 1), com-
pared to the direct linear correlation of raw XRF-scanning intensities with WD-XRF concentrations. Although,
in first approximation, the W_NMS-calibrated Al%, Ti%, ln(Al/Ti), and ln(Al/K) follow the variations shown by
the WD-XRF evaluation data, long-term deviations are still observed for these records (Figures 2a–2d).
Indeed, W_NMS-calibrated ln(Al/Ti), ln(Al/K), and Al% are lower than those in the evaluation data set in the
upper sections of the core, while they are higher in the bottom part (Figures 2a–2c). Their relative differen-
ces hence exhibit an upward decreasing long-term trend. The Ti%, as well as the associated relative differ-
ences, exhibits an opposite relationship (Figure 2d). These deviations are similar to those observed in raw
XRF-scanning intensities (Figure 1) and in carbonate content of IODP core U1338 [Lyle and Backman, 2013].
As water preferentially absorbs weak fluorescence energies of light elements, these deviations suggest that
the impact of water attenuation effect is not appropriately corrected.

5.2. Multivariate Log-Ratio Calibration (MLC) Applied to This Case Study
Derived from the LRCE [Weltje and Tjallingii, 2008], the MLC method [Weltje et al., 2015] is a mathematically
rigorous method designed to calibrate element concentrations in bulk sediments (see details in supporting
information text S2.3). The use of centered log-ratios and partial least squares regression allows MLC to bet-
ter account for the matrix effect [Weltje et al., 2015].

The MLC was performed on water-corrected XRF-scanning intensities of Core MD12-3432 (referred to as
W_MLC) using the XELERATE software available online (www.ascar.nl), choosing Ca as common denominator
of all log-ratios (i.e., ln(Al/Ca), ln(Si/Ca), ln(K/Ca), ln(Ti/Ca), ln(Fe/Ca), mean R2 5 0.97). To ensure the comparison
with other calibration methods, the W_MLC was forced to perform the calibration with the entire WD-XRF cali-
bration data set. As bulk concentrations are not predicted at the moment by the software, the calibrated rela-
tive proportions provided by the XELERATE software were used here to evaluate its performance.

W_MLC-calibrated relative proportions of elements also show strong linear correlations to the WD-XRF eval-
uation data set. The R2 value of MLC-calibrated Al% and Si% reach 0.81 and 0.96, respectively (Table 1), but
the MSRE is larger than that of the W_NMS calibration (Table 1). Similarly to W_NMS-calibrated results, the
W_MLC-calibrated Al%, ln(Al/Ti), and ln(Al/K) are lower than the evaluation data points in the top sections
of the core (Figures 2e–2g). These differences between W_MLC-calibrated and WD-XRF results, which are
also illustrated by the long-term trends in relative differences (Figures 2e–2h), suggest that the water
attenuation effect is not appropriately corrected here either.
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5.3. Ability of Existing Methods to Account for Interstitial Water Changes in This Case
The observed deviations between WD-XRF on one hand, and W_NMS-calibrated (section 5.1) or W_MLC-
calibrated (section 5.2) results on the other hand, indicate that none of these two methods sufficiently
accounts for downcore interstitial water changes, even after applying the water absorption correction to

Figure 2. Results of the improved calibrations. (a–d): NPS-calibrated results (orange lines) and W_NMS results (blue lines), together with their relative errors (orange and small blue dots,
respectively), are shown in Figure 2a (left) ln(Al/Ti), (b) ln(Al/K), and concentrations of (c) Al, (d) Ti. (e–h): P_MLC-calibrated results (orange lines) and W_MLC results (blue lines), together
with their relative errors (orange and small blue dots, respectively), are shown in Figure 1e (right) ln(Al/Ti), (f) ln(Al/K), and relative proportions of (g) Al, (g) Ti. WD-XRF evaluation data are
plotted as yellow dots.
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raw intensities as proposed by Hennekam and de Lange [2012] (also see supporting information text
S2.4).

The correction proposed by Hennekam and de Lange [2012], which was developed from three short sedi-
ment sequences where the effect of water absorption mainly derives from changes in the water film thick-
ness, is indeed not sufficiently robust when water content variations are predominantly driven by interstitial
water changes due to downcore sediment compaction as in this case study (see section 4). A more appro-
priate correction is therefore required for long sediment cores with large interstitial water content changes.

6. Improved Correction and Its Implementation in XRF Calibrations

The major effect of the downcore decrease of interstitial water content on XRF-scanning intensities,
expressed in this case study as a downcore increasing trend in light elements, suggests that it can be
removed by correcting the long-term trend of XRF-scanning intensities. A quadratic polynomial fit, which is
the simplest polynomial that best describes such downcore water content changes, is selected here to sub-
tract this long-term variation. A simple polynomial subtraction directly applied to XRF-scanning intensities is
not appropriate because gradual changes in XRF-scanning intensities and log-ratios incorporate not only
the influence of water content changes but also long-term environmental signals. Therefore, the fit of the
quadratic polynomial evolution of XRF-scanning intensities and log-ratios to that of WD-XRF data in the cali-
bration data set allows to correct the gradual water content changes and to preserve environmental
signals.

The details of correction and calibration procedures are summarized in the following sections and fully
described in supporting information text S3.

6.1. Normalized Polynomial-Scaled Calibration (NPS) Applied to This Case Study
The normalized polynomial-scaled calibration (NPS) proposed here, which is derived from the NMS calibra-
tion (section 5.1), also includes three steps: (1) scaling the raw XRF-scanning intensities to the range of WD-
XRF component concentrations using quadratic polynomial fits (instead of median values as in NMS), (2)
normalizing the sum of scaled intensities to that of WD-XRF concentrations (instead of unity as in NMS),
which remains below 90% in Core MD12-3432 due to the presence of organic matter and other compo-
nents not considered here, and (3) calibrating the normalized polynomial-scaled data to WD-XRF concentra-
tions using linear regression equations. The calibrated component concentrations were then transformed
to element concentrations to simplify the comparison with other methods.

In this case study, we first tested the normalization to unity (NPS’) for comparison with NPS. Element con-
centrations calibrated with both normalizations are highly correlated with WD-XRF concentrations (Table 1).
Although concentrations of excluded components (e.g., organic matter, Mg, Na) vary between 11 and 18%
only, i.e., have a small range of variations (smaller than 7%), the NPS-calibrated results show smaller MSRE
and higher mean R2 than NPS’-calibrated ones. These results indicate that normalizing to interpolated WD-
XRF sums in the NPS method (instead of to unity in NMS) better accounts for variations in sedimentary com-
ponents that are not included in the calibration. This feature strongly improves the applicability of the NPS
method, in particular for sediments in which organic matter is abundant.

NPS presents the smallest calibration error (smallest MSRE value) among all the evaluated methods in this
case study (Table 1). The downcore variations in NPS-calibrated ln(Al/Ti) and ln(Al/K) (Figures 2a and 2b), as
well as in Al% and Ti% (Figures 2c and 2d), better correlate to WD-XRF data points than W_NMS-calibrated
results. The relative errors of NPS results randomly distributed around zero with no long-term variations visi-
ble anymore (Figures 2a–2d). These results show that the polynomial scaling in NPS empirically and reason-
ably removes the influence of downcore interstitial water content decrease. Therefore, the NPS method
better accounts for the influence of downcore water content changes than W_NMS and it calibrates XRF-
scanning intensities to robust individual element concentrations in long sediment cores with large down-
core water.

More discrete geochemical analyses are probably required in the NPS method compared to NMS in order to
build robust reference polynomial regressions and to reduce uncertainties derived from interpolating
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reference sums. Small errors in NPS-calibrated results (Table 1 and Figure 2) suggest that 34 discrete meas-
urements are sufficient in this case study.

Although, in this study, small relative errors of NPS-calibrated ln(Al/Ti) and ln(Al/K) (Figure 2a and 2b) indi-
cate a good preservation of relative element proportions, the latter may be altered during calibration due
to the fact that the linear regressions of the NPS calibration are performed on single elements and not on
element ratios [e.g., Aitchison and Egozcue, 2005]. Such data evaluation is therefore strongly recommended
after performing the NPS calibration.

6.2. Polynomial-Corrected Multivariate Log-Ratio Calibration (P_MLC) Applied to This Case Study
In the P_MLC calibration, a polynomial correction is first performed on the raw XRF-scanning intensities in
the log-ratio space. The standard MLC [Weltje et al., 2015] is then performed on the polynomial-corrected
intensities using the XELERATE software (section 5.2). In this case study, Ca was again chosen as the com-
mon denominator.

P_MLC-calibrated relative proportions correlate well with WD-XRF concentrations (mean R2 of 0.83) (Table 1).
Compared to the W_MLC method, P_MLC produces smaller MSRE and improves the correlation for Al, Ti, and
Fe (Table 1). The downcore variations in P_MLC-calibrated ln(Al/Ti) and ln(Al/K) (Figures 2e and 2f), as well as
in Al% and Ti% (Figures 2g and 2h), better correlate to WD-XRF data points than for W_MLC results. Relative
errors of P_MLC results randomly distribute around zero without the long-term trend previously observed in
XRF-scanning intensities (Figures 1d and 1h) and in W_MLC-calibrated results (Figures 2e–2h). Altogether,
these results indicate that the P_MLC method efficiently corrects the effect of water content changes on XRF-
scanning intensities and provides more accurate relative element proportions than the W_MLC method.

Therefore, the polynomial-correction in the log-ratio space reasonably corrects the influence of downcore
interstitial water content changes on XRF-scanning intensities. Based on the mathematically rigorous LRCE
[Weltje and Tjallingii, 2008] and MLC [Weltje et al., 2015] calibrations, the P_MLC method respects the mathe-
matical constraints imposed by compositional data [Aitchison and Egozcue, 2005] and preserves in particular
the relative proportions of elements.

7. Conclusions

The comparison of XRF-scanning intensities and WD-XRF major element concentrations in a 50.8 m-long
sediment Core MD12-3432 used as a case study shows that the downcore decrease in interstitial water con-
tent in long sediment cores is the main source of deviations in XRF-scanning intensities. Previously pro-
posed calibration approaches (W_NMS and W_MLC) fail to appropriately account for this influence of large
downcore interstitial water changes and need to be improved.

We propose a quadratic polynomial correction to empirically remove the effect of downcore interstitial
water content changes on XRF-scanning intensities and implement it in the two existing integrated NMS
and MLC calibrations. From this case study, we show that the two improved NPS and P_MLC calibrations
are so far the most appropriate methods to correct the effect of interstitial water content changes on XRF-
scanning intensities and provide accurate high-resolution concentrations of major elements derived from
XRF core scanning in long sediment cores.

We strongly recommend testing and applying either the NPS or the P_MLC method for robust paleoenvir-
onmental interpretations based on major element contents in long sediment cores (e.g., Calypso cores col-
lected with the R/V Marion Dufresne, and long-drilled sequences taken as part of the International Ocean
Discovery Program).
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