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ABSTRACT

In this study, the authors first show that it is difficult to reconstruct the vertical structure of vortices using

only surface observations. In particular, they show that the recent surface quasigeostrophy (SQG) and interior

and surface quasigeostrophy (ISQG) methods systematically lead to surface-intensified vortices, and those

subsurface-intensified vortices are thus not correctly modeled. The authors then investigate the possibility of

distinguishing between surface- and subsurface-intensified eddies from surface data only, using the sea surface

height and the sea surface temperature available from satellite observations. A simple index, based on the

ratio of the sea surface temperature anomaly and the sea level anomaly, is proposed. While the index is

expected to give perfect results for isolated vortices, the authors show that in a complex environment, errors

can be expected, in particular when strong currents exist in the vicinity of the vortex. The validity of the index

is then analyzed using results from a realistic regional circulation model of the Peru–Chile upwelling system,

where both surface and subsurface eddies coexist. The authors find that errors are mostly associated with

double-core eddies (aligned surface and subsurface cores) and that the index can be useful to determine the

nature of mesoscale eddies (surface or subsurface intensified) from surface (satellite) observations. However,

the errors reach 24%, and some possible improvements of the index calculations are discussed.

1. Introduction

Superimposed on the large-scale circulation, the ocean

is filled with numerous coherent mesoscale eddies whose

size typically corresponds to the Rossby radius of de-

formation between 10 and 300km (e.g., Chelton et al.

2007, 2011; Morrow and Le Traon 2012). Cyclonic and

anticyclonic eddies can advect parcels of trapped fluid

over time scales from weeks to months and thus play

an important role for the large-scale transfer and re-

distribution of heat, salt, and momentum (e.g., Wunsch

1999; Jayne and Marotzke 2002; Morrow and Le Traon

2012; Treguier et al. 2012). At local scale, eddies have

important implications on tracer dispersion, ocean stir-

ring, andmixing processes (d’Ovidio et al. 2004; Pasquero

et al. 2005; Beron-Vera et al. 2008, 2010). Through hori-

zontal and verticalmotions, they also affect biogeochemical

properties such as nutrients and phytoplankton concentra-

tion and can thus impact biological resources and marine

ecosystems (McGillicuddy and Robinson 1997; Abraham

1998; Martin and Richards 2001; Lévy and Klein 2004;

Pasquero et al. 2005; Bracco et al. 2009). Finally, ocean

eddies can also influence the lower-atmosphere winds

(Chelton and Xie 2010; Chelton 2013), cloud cover, and

rainfall (Frenger et al. 2013) and enhance the dissipation of

energy introduced by the wind to the ocean (Munk and

Wunsch 1998; Wunsch and Ferrari 2004).

Satellite-based sensing provides sea surface parame-

ters at increasing precision, resolution, and frequencies

that are crucial for studying the ocean mesoscale dy-

namics. Eddies are associated with thermodynamical

anomalies with relatively large amplitudes and can have

clear signatures on altimetry sea level anomaly (SLA)

maps and infrared sea surface temperature (SST) im-

ages. Mesoscale vortices can be simply classified into
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four distinct categories depending on their rotation

sense (cyclonic or anticyclonic) and the vertical position

of their potential vorticity (PV) core (surface or sub-

surface intensified) depending whether their core—or

areawhere their potential vorticity reaches itsmaximum—

is located inside the water column rather than in the

surface layer. The rotation sense can be easily retrieved

from SLA satellite data considering the geostrophic

approximation (Pedlosky 1987; Cushman-Roisin and

Beckers 2011). In contrast, surface satellite data do not

allow, a priori, determining whether an eddy is surface

or subsurface intensified. Using in situ hydrographic

data, subsurface eddies have been observed in various

sites of the World Ocean, such as the Mediterranean

water eddies (meddies) and slope water oceanic eddies

(swoddies) in the northeastern Atlantic (Pingree et al.

1992a,b; Paillet et al. 2002; Bashmachnikov et al. 2013),

the California Undercurrent eddies (cuddies) in the

northeastern Pacific (Garfield et al. 1999), or subsur-

face anticyclones in the southeastern Pacific (Johnson

and McTaggart 2010; Chaigneau et al. 2011; Morales

et al. 2012; Stramma et al. 2013). Subsurface-intensified

eddies, which are thus ubiquitous in the ocean, are

typically centered between 200 and 1000m depth and

exhibit, by nature, a completely distinct vertical struc-

ture than surface-intensified vortices (e.g., Chaigneau

et al. 2011; Colas et al. 2012).

Different mechanisms of generation can explain the

formation of surface or subsurface cyclones and anti-

cyclones. Barotropic and baroclinic instabilities of oce-

anic currents are known to generate anticyclone and

cyclone dipoles (see Cushman-Roisin and Beckers 2011;

Morel and McWilliams 2001). They can also be forced

by the rough floor topography (Pingree and Le Cann

1992a; Chérubin et al. 2000; Thompson 2008). Many

remote sensing observations have also revealed the

formation of surface eddies in the lee of islands (Calil

et al. 2008). In the latter case, Kubryakov and Stanichny

(2015) found a correlation between wind curl and the

type of eddy formed; they showed that a weakening of

large-scale circulation in response to the decrease of the

wind curl leads to the formation of anticyclones and that

an increasing wind curl and circulation induce intensive

formation of cyclones. A constant wind blowing along a

regular coast generates coastal upwelling or downwelling

currents that are known to form surface and subsurface

eddies (McGillicuddy 2015). Different mechanisms have

been proposed to explain the observed instabilities and

eddy generation for upwelling systems: adiabatic pro-

cesses leading to the modification of the potential vor-

ticity structure of the flow and barotropic/baroclinic

instabilities, the effect of capes or promontories, or the

planetary beta effect when the coast is oriented along a

north–south direction (seeMarchesiello et al. 2003;Morel

et al. 2006; Meunier et al. 2010).

Although both surface- and subsurface-intensified

eddies can have a signature on satellite surface data, in

particular on SLA and SST anomaly (SSTA) maps,

without additional in situ measurements, there exists a

strong risk that the surface anomalies associated with

subsurface eddies are interpreted as signatures of sur-

face eddies, in particular by data assimilation systems or,

as will be shown in this article, by vertical reconstruction

methods based on sea surface data, such as the surface

quasigeostrophy (SQG; see Blumen 1978; Held et al.

1995; Isern-Fontanet et al. 2006) or the interior and

surface quasigeostrophy (ISQG; see Wang et al. 2013)

methods. There exist other methods that could poten-

tially be used to reconstruct the vertical structures of

subsurface vortices, for instance, the effective surface

quasigeostrophic (ESQG) theory proposed by Lapeyre

and Klein (2006; see also Ponte and Klein 2013), but

they rely on some knowledge or hypothesis of the ocean

interior that does not distinguish surface/subsurface

vortices. For instance, the ESQG method relies on the

calculation of a single mean vertical profile a(z) that

depends on interior characteristics (the correlation be-

tween the interior potential vorticity anomaly and the

stratification). As far as observations are concerned, a

few studies have analyzed the surface signature of sub-

surface vortices observed in situ (see, e.g., Stammer et al.

1991; Sweeney et al. 2003; Caballero et al. 2008), and

recently Bashmachnikov et al. (2013) have shown that

two meddies, detected at sea, were associated with

positive SLA and negative SST anomalies and suggested

that this could be used as a proxy to identify meddies.

Despite these breakthroughs, we still lack a general

theory revealing the exact nature (surface or subsurface)

of vortices from satellite surface observations. The main

goal of this study is to propose a simple index, combining

SLA and SST observations, that allows differentiating

between surface- and subsurface-intensified eddies.

The paper is organized as follows. In section 2, we

present the quasigeostrophic framework used in our

study and the general inversion problem to reconstruct

the vortex structure. In section 3, we underline the

problematic case of distinguishing and inferring the

structure of subsurface vortices. We then define the in-

dex that may allow discriminating between surface and

subsurface-intensified eddies from surface observations

only (section 4). The sensitivity of the index to param-

eters characterizing the vortex and its environment is

discussed in section 5. The validation and efficiency of

this index is finally tested in section 6 using a regional

model simulation of the southeastern Pacific, where

surface and subsurface eddies are found (Chaigneau
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et al. 2011; Colas et al. 2012). Concluding remarks are

provided in section 7.

2. The model

a. Quasigeostrophic framework

To analyze the physical content of different observed

fields, and the possibility to define some combination in

order to infer information on the structure of oceanic

eddies, it is necessary to define equations linking these

physical fields. To deal with mesoscale dynamics and

vortices, the simplest equations are the quasigeostrophic

ones that express the conservation of the quasigeo-

strophic potential vorticity (QGPV; see Pedlosky 1987;

Cushman-Roisin and Beckers 2011):

QGPV5Dc1
›

›z

�
f 2

N2

›c

›z

�
, (1)

where D 5 ›/›x2 1 ›/›y2 is the horizontal Laplace op-

erator, f is the planetary vorticity or Coriolis parameter

(here we consider a constant Coriolis parameter f5 13
1024 s21), c is the streamfunction (proportional to the

pressure field P 5 r0fc), and N is the Brunt–Väisälä
frequency, given by

N2 5
2g›

z
r

r
0

, (2)

where g is the gravitational acceleration and r(z) is the

mean density profile, depending only on the vertical

coordinate z and coming from the total stratification

expressed as

r
tot

5 r
0
1 r(z)1 r , (3)

where r0 is a constant reference density and r is the

departure from this reference profile and is given by

(hydrostatic approximation)

r52
1

g

›P

›z
52

fr
0

g

›c

›z
. (4)

In the following, we will also consider the sea surface

elevation h, or SLA, and the relative vorticity z (used to

evaluate the strength of a vortex):

h5
P(z5 0)

r
0
g

5
f

g
c, and (5)

z5
›V

›x
2

›U

›y
5=2c . (6)

Using the previous relationships, the knowledge of po-

tential vorticity allows for the calculation of all physical

fields (see Blumen 1978; Bishop and Thorpe 1994), but

the boundary conditions are strong constraints for this

inversion, as Eq. (1) is elliptic. Both lateral and vertical

boundary conditions thus have to be specified to close

this so-called Dirichlet–Laplace problem and to allow

the calculation of the streamfunction and all fields

from the knowledge of the QGPV. At the vertical bound-

aries, the condition is generally to specify the density

anomaly, which leads to

›c

›z

����
z50

52
g

r
0
f
r(z5 0), and (7)

›c

›z

����
z52H

52
g

r
0
f
r(z52H) , (8)

where H is the depth of the ocean. As far as horizontal

boundaries are concerned, in the following, in order to

invert potential vorticity and calculate the associated

velocity, vorticity, or stratification, we have assumed

periodic horizontal boundary conditions (see Isern-

Fontanet et al. 2006; Wang et al. 2013). Using Fourier

transforms, the QGPV inversion then boils down to a

1D (vertical) partial differential equation and can be

more easily solved using the vertical barotropic and

baroclinic modes associated with the stratification (see

Wang et al. 2013).

b. General configuration

We will consider vortices associated with localized

QGPV and surface density anomalies. A first important

theoretical constraint exists onQGPV and surface/bottom

density anomalies. Indeed, integrating vertically Eq. (1)

yields [using Eqs. (7), (8), and (2)]

Dc5QGPV2
1

H

fr(z5 0)
›r

›z
(z5 0)

2
fr(z52H)
›r

›z
(z52H)

2
64

3
75 , (9)

where c and QGPV are the barotropic (vertical aver-

age) streamfunction andQGPV. As shown inMorel and

McWilliams (1997), the vortex is ‘‘isolated’’ if the net

horizontal integral of the right-hand side (potential

vorticity and vertical boundary density anomalies)

vanishes. If this is not the case, the vortex is not isolated

and its velocity field decreases as 1/r (where r is the

distance from its center). Such a slow decrease is not

realistic (see Zhang et al. 2013) and causes some prob-

lems for the inversion in a finite domain. Also, notice

that its kinetic energy would be infinite in an unbounded

domain and its sea level anomaly would increase as log r.

To avoid this and to deal with isolated and stable

vortices, we have chosen to determine a family of vortex

structures satisfying the isolation constraint. The QGPV
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and surface density anomalies are thus chosen as follows

(see Carton andMcWilliams 1989; Herbette et al. 2003):

QGPV5Q
0
[12 (r/R)2]e2(r/R)2e2[(z2z0)/Hy]

2

, (10)

r(z5 0)5 dr
0
[12 (r/R)2]e2(r/R)2 , (11)

where r is the distance from the vortex center, R is the

vortex radius, z is the vertical coordinate (directed up-

ward with z 5 0 at the surface, so that z , 0 within the

water column), z0 is the vertical position of the vortex

core, andHy is its vertical extension. In the following, we

consider R 5 50km, Hy 5 200m, and the density

anomaly at the bottom is considered null, butQ0, z0, and

dr0 remain variable.

Notice the structures given by Eqs. (10) and (11)

ensure that Eq. (9) is verified, and the vortex is thus

isolated. As a result, the knowledge of the stream-

function at lateral boundaries becomes trivial to in-

vert Eq. (1); periodic boundary conditions and fast

Fourier transforms can thus be used. Notice in par-

ticular that the potential vorticity structure given by

Eq. (10) ensures a vanishing net QGPV and is con-

stituted of a core surrounded by a crown of opposite-

sign anomaly. Other choices are possible, in particular,

the vertical superimposition of opposite-sign PV

cores. The latter structure is, however, baroclinically

unstable (see Morel and McWilliams 1997), whereas

the chosen family of QGPV structures is generally

stable (see Carton and McWilliams 1989; Herbette

et al. 2003).

Finally, Eqs. (1), (7), and (8) are solved using

horizontal and vertical discretizations of Dx 5 5 km

and Dz 5 10m. The domain will thus be constituted

of a square (biperiodic in the horizontal) basin of

length 500 km and total depth H 5 2000m. The

background stratification r(z) and N2/f are also fixed

and given in Fig. 1a. It represents a seasonal ther-

mocline located between 100 and 200m with a density

jump dr 5 1&, which separates two weakly stratified

surface and bottom layers. Figure 1b represents the

first, second, and third baroclinic modes associated

with this stratification. The first radius of deformation

is R1 5 16 km.

3. The difficult case of subsurface-intensified
vortices

As surface fields are accessible from spatial obser-

vations, and interior fields are more difficult to obtain

at high resolution, it is tempting to try to reconstruct

the vertical structure of eddies from the knowledge of

surface fields alone. However, if the Dirichlet–

Laplace problem, determined by Eqs. (1), (7), and (8)

and additional lateral boundary conditions, is a well-posed

FIG. 1. (a) Chosen density profile r(z) (blue) and stratification (green) and (b) vertical structure

of the first three baroclinic modes.
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mathematical problem, the determination of the stream-

function (and all other physical 3D fields) from the

knowledge of surface boundary fields alone is un-

fortunately ill posed. Indeed, notice that given a surface

density field, an infinite number of solutions exist with

drastically different 3D fields, provided different interior

QGPV fields are chosen. The knowledge of, or some

hypothesis on, the interior QGPV field is required to

determine the 3D structure of a vortex.

The SQG approach (see Hoskins et al. 1985; Held

et al. 1995; Isern-Fontanet et al. 2006), is based on the

assumption of no potential vorticity anomaly inside the

water column (QGPV 5 0), so that the dynamics is

entirely determined by the knowledge of the sea sur-

face density anomalies. As noted by Lapeyre and Klein

(2006), this hypothesis is generally not well verified,

and interior PV has to be taken into account too. In-

deed, as shown in appendix A, the vortex structure

reconstructed by the SQG method is systematically

surface intensified, and it is not possible to reconstruct

subsurface vortices.

Recently, Wang et al. (2013) proposed using the

knowledge of both the surface density and SLA to de-

termine the 3D structure of a vortex. This over-

determination of the surface boundary condition can

indeed lead to some information on the interior QGPV

structure and improve the calculation of the 3D struc-

ture. Their method, the ISQG method, relies on the

combination of the SQG streamfunction cSQG (associ-

ated with the surface density anomaly alone) and an

interior streamfunction ci (associated with the QGPV;

see also Lapeyre and Klein 2006):

c5c
SQG

(x, y, z)1c
i
(x, y, z). (12)

At the surface, c(x, y, z5 0)5 SLA5 cSQG(x, y, 0)1
ci(x, y, 0). Thus, the difference between the observed

SLA and the surface SQG streamfunction (calculated

using the observed surface density only) is the signature

of the interior QGPV. This proves that the surface

boundary overdetermination indeed allows inferring

some information of the 3D structure.

Despite this promising result, the interior structure is

only known at the surface, and its vertical variation re-

mains unknown. To close the problem, some additional

information has to be specified, and Wang et al. (2013)

hypothesize that the vertical structure of the interior

streamfunction (and QGPV) projects on the barotropic

and first baroclinic mode only. Unfortunately, the latter

hypothesis leads to the same problem as the SQG

method, and the vortex structure reconstructed by the

ISQG is systematically surface intensified and is not

able to identify subsurface vortices (see appendix A).

The ESQG theory, proposed by Lapeyre and Klein

(2006) and extended by Ponte and Klein (2013), can

potentially associate sea surface height (SSH) with

subsurface structures, but it relies on the knowledge

of the interior ocean characteristics and is thus not

considered here.

To conclude, the reconstruction of the 3D struc-

ture of vortices from the knowledge of surface fields

alone is ill posed and relies on additional hypothesis

that, to our knowledge and up to now, systematically

leads to surface-intensified structures. The improve-

ment of the existing methods requires being able

to reconstruct the structures of both surface- and

subsurface-intensified vortices. An indication to de-

termine if the observed surface anomalies are asso-

ciated with a surface- or a subsurface-intensified

structure would thus be an important step for such

an improvement.

4. Definition of an index to identify surface- and
subsurface-intensified eddies

If the complete 3D structure of a vortex seems difficult

to calculate precisely from surface fields alone, its na-

ture, surface or subsurface, is simpler to determine. Indeed,

for instance, anticyclonic vortices are always associ-

ated with a positive SLA, but the sea surface density

anomaly depends on the vertical position of the vortex

core: it is expected to be negative for surface-intensified

anticyclones (see Fig. 2a) but positive when the vortex

core is subsurface, as shown by Bashmachnikov et al.

(2013) for meddies. Thus, the combination of SLA and

sea surface density anomaly can lead to the identification

of the vortex nature.

The shape of isopycnal levels for subsurface- and

surface-intensified eddies is illustrated in Fig. 2a.

Surface-intensified cyclones are associated with a

negative SLA and outcropping of isopycnals, leading

to positive sea surface density (SSr) anomalies. In

contrast, surface-intensified anticyclones are associ-

ated with a positive SLA and deepening of isopycnals,

leading to a negative SSr. Thus, the ratio SSr/SLA is

expected to be negative for both surface-intensified

cyclones and anticyclones. Subsurface-intensified an-

ticyclones still have positive SLA; however, the typi-

cal shape of isopycnal levels is lens-like, with isopycnic

levels outcropping the surface (McWilliams 1985;

Stammer et al. 1991; McGillicuddy et al. 1999;

Sweeney et al. 2003; Sánchez and Gil 2004). This re-

sults in opposite sign of SSr anomalies in comparison

with surface-intensified vortices, and the ratio SSr/SLA

is thus positive for both anticyclonic and cyclonic sub-

surface vortices.
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We thus define

x
r
5

SSr

SLA
, (13)

whose sign can be used to discriminate between sur-

face and subsurface-intensified eddies. The use of xr
could be problematic when there exists a homoge-

neous mixed layer topping a subsurface vortex (surface

vortices are always characterized by density anoma-

lies). However, as shown in Fig. 2b, we expect the

signature to be the same for xr. Indeed, for an anticy-

clone, the thermocline will be deformed similarly to

the isopycnic levels below. In addition, the density

anomaly just below the thermocline is also higher

above the vortex. When mixing occurs, both previous

effects contribute to the creation of positive SSr

anomalies above the vortex core (see Fig. 2b), leading

to a positive xr.

Finally, as SSr is not directly measured from satellite

observations, we also define

x
T
5

SST

SLA
. (14)

At first order, the variations of SSr are dominated by

SST variations (except in specific regions where salinity

can play a substantial role on the stratification: near

estuaries, region of ice formation/melting, etc.), and SST

can be observed remotely. Thus, xT can also be used as

an index to distinguish between surface- and subsurface-

intensified eddies (this will be tested and confirmed in

section 6e), except that as temperature and density are

anticorrelated, xr and xT are of opposite sign (see

Table 1).

5. Sensitivity and errors estimation

Qualitative arguments show that the sign of xr can

determine the nature of a vortex in simple configura-

tions, with monopolar, circular, and isolated vortices

(here meaning that there is no background flow). The

latter simplifications are generally not verified in nature,

and the consequence on the validity of our criterion has

to be evaluated.

We believe that the deformation of vortices (elliptic

shapes or inclination of the vertical axis) is not prob-

lematic: tests have shown that, as long as the vortex re-

mains coherent (horizontal deformation below two

FIG. 2. Isopycnal displacements, SLA, and SST anomaly for (a) the four different eddy types and (b) a subsurface eddy with amixed layer.

TABLE 1. Sign of indices and SLA for the different vortex types.

xr 5 SSr/SLA xT 5 SST/SLA SLA Nature of the vortex

.0 ,0 .0 Subsurface and

anticyclonic

.0 ,0 ,0 Subsurface and cyclonic

,0 .0 .0 Surface and anticyclonic

,0 .0 ,0 Surface and cyclonic
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initial vortex radius), the nature of deformed vortices

remain correctly detected by the index.

When a background flow exists, the first problem is to

identify and calculate the part of the SSr and SLA signal

associated with the vortex and the background flow. A

filter has to be designed, and we have proposed to use a

spatial average based on a Gaussian filter with a corre-

lation radius Rf (see appendix B). This filter is used to

calculate and remove the background flow but is

obviously a source of error: it alters the vortex structure,

and the separation between vortex structures and

background flow is not obvious if their scales are com-

parable. To evaluate possible errors, we propose to

consider vortices for which the streamfunction can be

described by a Gaussian structure in the horizontal

(Chelton et al. 2011), and we also assume a localized

(again Gaussian) vertical extension:

c5c
0y
e2(r/R)2e2[(z2z0)/Hy ]

2

, (15)

where c0y is the streamfunction maximum, R is the

vortex radius, z0 is the vertical position of the vortex

core, and Hy is its vertical extent. Notice that, for the

sake of simplicity, the vortex streamfunction structure

is here expressed directly. We could have used Eqs.

(10) and (11), but the problem would have been more

complicated as the background stratification would

have played a role. Our goal is simply to qualitatively

illustrate the possible problems associated with the

index calculation, so we chose a less realistic but sim-

pler way of specifying the vortex. Note that the vortex

is still subsurface for z0 , 0. We then superimpose a

jetlike surface current with a streamfunction of the

form:

c5c
0j
tanh

�y2 y
0

L

�
e2z/Hj , (16)

where L is the width of the current, Hj is its vertical ex-

tension, and y0 is the distance between the current and the

vortex center. In the following, we consider, Hj 5 200m,

but c0j, y0, and L remain variable. We also consider a

subsurface anticyclonic vortex, with fixed characteristics

[Gaussian structure defined using Eq. (15)]: intensity

c0y 5 7500m2 s21, vertical position z052200m, vertical

extent Hy 5 400m, and radius R 5 50km. We superim-

pose both flows and use the filter given in appendix B to

isolate the vortex flow and calculate xr. The vortex is

subsurface, so that we expect xr . 0.

We evaluated the sensitivity of the index calculation

to the filter correlation radius Rf and jet width L, the jet

intensity and its width, and the jet intensity and the

position of the jet with respect to the eddy center y0.

The results are shown in Fig. 3. Figure 3a represents the

FIG. 3. Sensitivity study of the index to (a) the filter radius and

the current width, (b) the jet intensity and its width, and (c) the jet

intensity and the distance between jet and eddy.
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index values as a function of the filter correlation radius

and jet width. We have chosen c0j 5 c0y 5 7500m2 s21

and y0 5 50km (this corresponds to the most unfavor-

able distance, as can been seen in Fig. 3c). The xr 5 0

isoline is represented so that it is easy to determine

filter and jet characteristics for which the index calcu-

lation is problematic, here associated with a negative

index that would identify the vortex as surface in-

tensified. When Rf is small, the filter is not active and

both structures (jet and vortex SLA and SSr signatures)

mix so that the evaluation of the vortex nature is prob-

lematic, whatever the value of the jet width. A minimum

filter correlation radius is thus necessary to avoid this

problem. Also, as can be seen from Fig. 3a, wrong

identification is possible when the filter radius is more

than 3 times the eddy radius and current width, being

comparable to or less than about 1.3 eddy radii. Other-

wise, the eddy is always correctly identified as sub-

surface. This shows that the correlation radius of the

Gaussian filter has to be chosen so that Rf , 3R. In

addition, we can observe that, when the current width

and the vortex have the same size (L/R 5 1), the best

results are obtained when Rf ; R.

Figure 3b represents the index values as a function of

the jet width and jet intensity. We thus set the filter ra-

dius to 50km and the distance eddy jet y0 to150 km. As

can be expected, background currents influence the

calculation of the index and can lead to incorrect iden-

tification if their characteristics (width and intensity)

become comparable to the eddy. Also notice that there

is no symmetry between eastward (c0j/c0y . 0) and

westward current (c0j/c0y , 0); this is related to the

clockwise rotation of the anticyclonic eddy that has ac-

cumulative effect on the eastward current and opposite

effects when the current is westward. To conclude, close

to strong and narrow currents, the detection of the na-

ture of eddies can be problematic.

Figure 3c represents the index variations as a function

of the jet intensity and vortex–current distance. Here we

have chosen Rf 5 50 km and L 5 50km. Again, there is

no detection problem when the current is weak enough

or when the current is far from the vortex. Notice that,

when the center of the eddy is exactly superimposed

with the current (y0 5 0), the subsurface eddy is well

detected too, because in this particular point the average

of the sea surface height and of the density fields asso-

ciated with the current are weak. However, for strong

currents (intensity higher than 2.3 times the vortex in-

tensity), and when the vortex strongly interacts with the

current (y0 ; R), the index does not allow a correct

detection of the vortex nature.

To conclude, we have here illustrated that, in a com-

plex environment, when the vortex is in the vicinity of

strong currents, the xr index can lead to incorrect iden-

tification of the nature (surface or subsurface) of a vortex.

6. Validation of xr and xT using a realistic
numerical simulation

a. Model configuration

To examine the general relevance of the proposed

indices (xr and xT), we now use a realistic simulation of

the Peru–Chile Current System. In this region, the main

characteristics and dynamics of mesoscale eddies have

been recently studied from satellite data and in situ ob-

servations (Chaigneau and Pizarro 2005a,b; Chaigneau

et al. 2008, 2009, 2011; Johnson and McTaggart 2010;

Morales et al. 2012; Stramma et al. 2013). These studies

have revealed the presence of both surface- and subsurface-

intensified eddies that are preferentially formed near

the coast and propagate toward the open ocean. The

Regional Ocean Modeling System (ROMS) is used to

reproduce the observed regional circulation (Penven

et al. 2005; Colas et al. 2008; Montes et al. 2010, 2011;

Echevin et al. 2011) where both surface and subsurface

eddies exist (Colas et al. 2012).

ROMS is a free-surface, split-explicit model that solves

thehydrostatic primitive equations basedon theBoussinesq

approximation (Shchepetkin and McWilliams 2005;

2009). We used the configuration developed in Colas

et al. (2012, 2013). The horizontal grid is isotropic and

spans the region between 158N and 418S and from

1008W to the South American coast. The baroclinic

Rossby radius of deformation is 50–150 km in the re-

gion (e.g., Chelton et al. 1998; Chaigneau et al. 2009)

and the spatial resolution is ;7.5 km, allowing us to

resolve mesoscale structures (Colas et al. 2012). Thirty-

two stretched terrain-following curvilinear vertical co-

ordinates are used. Lateral boundaries are opened and

forced by thermodynamical fields from the Simple Ocean

Data Assimilation (SODA)monthly climatology (Carton

and Giese 2008), constructed over the 1980–2000 period.

The model is forced at the surface by heat fluxes from the

COADS monthly climatology (DaSilva et al. 1994) and

by a QuikSCAT monthly climatology for the wind stress

(SCOW; Risien and Chelton 2008). As in Colas et al.

(2012), the simulation was performed over a 13-yr period,

and outputs are 3-day average fields. The first 3 years are

considered as the spinup phase and discarded from the

stabilized equilibrium solution analyzed in this study. The

mean currents are realistic and major characteristics of

the Humboldt Current system are reproduced, but El

Niño events and intraseasonal variability associated with

equatorial waves dynamics are not represented because of

the climatological forcing. In the present study, we first

use the last year of the simulation for our analysis.
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Figure 4 represents the sea surface height and tem-

perature for a given model output (1 February of the

fourth year of the simulation, that is to say, 1month after

the spinup phase), representative of the circulation in

the area. Notice the presence of numerous eddies, but

also the larger-scale gradients associated with the large-

scale circulation and the strong coastal upwelling asso-

ciated with permanent alongshore winds (Colas et al.

2012). Since alongshore equatorward wind is the pri-

mary forcing of coastal upwelling along an eastern

boundary, this upwelling is ubiquitous, as indicated by

the continuous strip of cold water and negative SSHnear

shore (Fig. 4). Interested readers are referred to Colas

et al. (2012, 2013) for a more detailed analysis of the

simulation.

b. Analysis of surface and subsurface eddies

The determination of the vortex nature from surface

fields is done in five steps:

1) Extract snapshots of the SSH and SSr (or SST) fields

from the simulation.

2) Apply a spatial filter to the latter fields to calculate

‘‘anomalies’’: SLA, SSrA, and SSTA. The horizontal

averaging given in appendix A is used to calculate

mean fields and the anomalies are the difference

between the initial fields and the mean fields.

3) Calculate xr 5 SSrA/SLA (or xT 5 SSTA/SLA). To

avoid problems where SLA 5 0, we calculate xr 5
(SSrA 3 SLA)/max(SLA2, «), where « 5 1024 cm2.

4) Identify all vortices: we identify all local SLA

extrema for which jSLAj $ 2 cm. The extrema are

associated with the vortex centers.

5) Determine the expected nature of each vortex: we

calculate the average value of the index near each

vortex center (average over 1 grid point). The vortex

is identified as subsurface intensified if xr . 0 and

surface intensified if xr , 0.

Concerning the filtering step, we use a Gaussian filter

(see appendix B), and as described above, the correla-

tion radius Rf of the filter should be chosen close to the

vortex radius and smaller than 3 times the latter. As in

this region the eddy size ranges between 50 and about

150km (Chaigneau et al. 2008, 2009); we have thus

chosen Rf 5 150km.

The anomaly maps (SLA, SSrA, and SSTA) corre-

sponding to Fig. 4 are shown in Fig. 5. The SLA exhibits

positive changes up to 8 cm for anticyclonic eddies

and 210 cm for cyclonic eddies. The structure of the

vortices is well marked (Fig. 5a). The SSrA and SSTA

exhibit very similar structures, with SSTA variations

reaching 618C in the open ocean but as low as 248C
near the coast where the upwelling signal is very strong.

The vortex structures are more clearly marked on SLA

than on SSrA or SSTA maps (see Figs. 5b,c). Vortex

centers are thus identified as local extrema on SLA

maps. To avoid taking into account relatively weak

eddies, we discarded eddies having a jSLAj , 2 cm.

FIG. 4. (a) SSH (m) and (b) SST (8C) over the Peru–Chile domain

on 1 February of the last (seventh) year of the climatological

simulation.
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Figure 6 shows a map of SSrA, on which we have

superimposed SLA contours. Note that both fields,

which enter in the calculation of xr, generally exhibit

coherent patterns. However, SSrA exhibits a more

complex structure, with marked filaments sometimes

penetrating vortex cores.

Figure 7 shows a map of xr, where red areas are as-

sociated with positive values, corresponding to expected

subsurface vortices, and blue areas are associated with

negative values, corresponding to expected surface

vortices. We have also superimposed the filtered SLA

isolines (yellow contours).

The expected nature of the vortex, calculated using

the index, is then compared to the exact nature of the

identified vortex that is established using the relative

vorticity (calculated from the total 3D velocity field

available from the numerical results). Based on the

FIG. 5. (a) SLA (m), (b) SSTA (8C), and (c) SSrA (kgm23), where the anomalies are calculated from the total fields presented in Fig. 4.

FIG. 6. SSrA (kgm23; color) with SLA (black lines) superimposed.

FIG. 7.Map of the index xr (red for positive index and subsurface

vortices, blue for negative index and surface vortices) with SLA

(yellow lines) superimposed in the Peru–Chile area calculated from

the fields presented in Fig. 5 (the positions of specific eddies ana-

lyzed in this study are indicated by numbers).
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notion that rotation dominates within a vortex, the rel-

ative vorticity is indeed a good indicator and can be used

to detect eddies and to characterize their intensity

(McWilliams 1990). For each detected vortex, the depth

of maximum absolute relative vorticity jZzmaxj corre-
sponds to the vertical position of the vortex core. Vor-

tices will be considered surface intensified when jZzmaxj
is located within the mixed layer (whose thickness is

about 30–50m for the present simulation), and sub-

surface when it is located below.

The four different vortex types were observed: surface

anticyclones and cyclones (with respective positive and

negative relative vorticity reaching their maximum ab-

solute value at the surface) and subsurface anticyclones

and cyclones (with respective positive and negative rel-

ative vorticity reaching their maximum absolute value

inside the water column). Typical examples are given in

Fig. 8 with structures representative of the four possible

vortex types and different amplitudes. The positions of

the chosen eddies are indicated on Fig. 7 (denoted 8a–d).

c. Analysis

For the particular SLAmap shown in Fig. 5a, 77 eddies

have been identified over the region. Figure 9 represents

the position for all identified eddies superimposed on the

SLA (Fig. 9a) and xr (Fig. 9b). Crosses (1) represent

eddies that are correctly identified by xr; stars (*) rep-

resent eddies that are not correctly identified by xr:

positive index but surface-intensified core in reality or

negative index but subsurface-intensified core. Among

the 77 eddies detected, 24 (30%) are not correctly iden-

tified. As we will see below, this error rate corresponds

to a maximum in the simulation (summer season).

There exist two main types of vortices leading to in-

correct identification: eddies with a clear main core

and a well-defined structure and eddies having a multi-

core structure with superimposed surface and sub-

surface maxima of relative vorticity.

Figure 10 represents the relative vorticity structure of

four eddies for which the index yields wrong results. Their

positions are indicated in Fig. 7 (denoted 10a–d) and Fig. 9

(indicated by stars). Vortex 10a is a subsurface anticyclonic

vortex identified as a surface-intensified eddy by the index

xr (negative value). Vortex 10b is a surface-intensified

anticyclone identified as a subsurface-intensified eddy by

the index. Notice that most of these vortices have an index

that varies from negative to positive in the vicinity of the

center (see Figs. 9 and 6). Vortices 10c and 10d are dif-

ferent and are associated with a multicore structure

(Figs. 10c,d, vertical transects). The strength of both cores

is similar so that is difficult to identify the main core.

Multicore structures represent a bit more than half the

problematic cases. It does not seem possible to identify

multicore vortices without complementary vertical pro-

files. In practice, any method based on surface observa-

tions can thus only reconstruct half the structure (the

surface or the subsurface part). Multicore eddies

represent a significant fraction in the present simulation,

butmany of themcan be considered as eddieswith amain

core (one of the cores is much stronger than the others)

and do not cause particular problems. Multicore struc-

tures with cores of similar strength are more problematic.

Even though they are rarely observed in nature (see

Pingree and Le Cann 1993; Tychensky and Carton 1998),

it is well known that vortices of the same sign but whose

cores are located at different depths tend to align when

they are close to each other (Polvani 1991; Nof and

Dewar 1994; Correard and Carton 1998; Sutyrin et al.

1998; Perrot et al. 2010). It has also been shown that the

interaction of vortices with currents or topography can

lead to the formation of secondary aligned poles for the

vortex (Vandermeirsch et al. 2002; Herbette et al. 2003,

2004). The present results show that they could be more

frequent than expected, at least in numerical simulations,

but their identification requires in situ observations.

To conclude, the use of the index xr allows us to ade-

quately determine the nature of the eddy (surface or

subsurface) for about 70% of them in this specific output,

and among the incorrect detections about half are asso-

ciated with vortices that are both surface and subsurface.

d. Statistics over seven years

To evaluate whether the previous results depend on

the specific date chosen above, in particular on seasonal

characteristics of the mixed layer (depth, enhanced

winter mixing, or summer restratification), the previous

calculations have been tested for other dates over the 7

years of simulation. Output corresponding to the first of

each month have been selected and analyzed. More

frequent outputs can be used, but since the vortex evo-

lution is on the order of a few weeks, one month is an

adequate time period to have considerable evolution of

the vortex distribution but still have a good represen-

tation of the seasonal variability. For each selected date,

we follow themethods presented in the previous section:

all vortices have been identified, the index xr and the

vortex core depth Zzmax have been calculated and vi-

sually compared with the vertical relative vorticity

structure, and multicore structures have been identified.

The global statistics are presented in Fig. 11, which

represents the total number of vortices detected and the

number of wrong identification for the 12 months of the

simulation (mean of 7 years and the standard deviation).

This graphic shows that the total error varies between

15% and 30% and represents an average of 24%, so that

76% of the vortices are correctly identified.
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Multicore eddies represent 58% of the wrong identifi-

cation (explaining 14% of the 24% errors). The error, as-

sociated with eddies having a main core, has an average of

;10%, which is considered good. Interestingly, this error

exhibits a seasonal cycle with a minimum in austral winter

and a maximum in late austral summer. This is associated

with mixed layer dynamics. Indeed, during summer, when

themixed layer is shallower, SSTAcan bemore influenced

FIG. 8. Relative vorticity (east–west and north–south transects, vertical profile) of eddies

correctly identified: (a) cyclonic surface eddy, (b) anticyclonic surface eddy, (c) cyclonic sub-

surface eddy, and (d) anticyclonic subsurface eddy. The position of each vortex (denoted 8a–d)

is indicated in Fig. 7.
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by atmospheric forcings than by oceanic processes. In ad-

dition, during summer, the stratification increases and the

mixed layer shrinks, reducing the surface signature of

subsurface-intensified eddies.

To conclude, despite the observed seasonal variabil-

ity, the errors remain reasonable and the index is able to

correctly identify surface and subsurface vortices during

the whole year.

e. Complementary tests with xT

As mentioned previously, the sea surface density is

not currently observed from space and only SST is

FIG. 8. (Continued)
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available at an adequate resolution and precision. We

have thus evaluated the use of xT: Fig. 12 is the same as

Fig. 9, but using xT instead of xr. The results show a very

good general correspondence with xr. In fact, the nature

of eddies, as evaluated from xT and xr, differs from 3%

to 8% of the vortices, and most of the eddies with dif-

ferent xT and xr identification are in fact multicore

vortices.

Also, the rate of success of using xT is 67% for the

general case (and 65% for the specific output) below

but comparable to the rate associated with xr. This

shows that, in practice, in this region where salinity

does not control the stratification, xT can be retained

without any drastic loss of (qualitative) information in

comparison with xr. Indeed, the differences between

the SST and SSS fields are generally due to large-scale

variations (characteristics of surface water masses, in-

fluence of precipitation, cloud cover, etc.), which is

mostly filtered out within the reference state signal.

However, regions may exist where vortices are consti-

tuted of waters with compensating temperature and

salinity anomalies, or regions where the mesoscale

signal is dominated by salinity variability, such as close

to estuaries. In such cases, the use of xT instead of xr
may be more problematic.

7. Conclusions: Summary, discussion, and
perspectives

In this work, we have studied the possibility of recon-

structing information on the vertical structure of vortices

from surface observations. We have first shown that the

knowledge of the interior potential vorticity is crucial to

determine the exact 3D structure of a vortex in general.

Theoretical models based on the pure knowledge of in-

stantaneous surface fields yield good results for surface

vortices, but we have shown that subsurface eddies (with

an interior potential vorticity field intensified in deep

layers) cannot be reconstructed by the SQG or ISQG

theories. The ISQG theory improves the results obtained

by the SQG theory and can be used for turbulence gen-

erated by winds (Rossby waves), where first baroclinic

mode and barotropic mode dominate. But, it implicitly

hypothesizes that the vortex is surface intensified. ESQG

relies on the knowledge of the ocean interior character-

istics, which can be calculated from ocean circulation

models, but projects SSH on a single vertical profile

(which can be surface, subsurface, or mixed) for a given

area. The SQG, ISQG, and ESQG approaches thus have

to be handled with care in areas where both surface and

subsurface vortices exist.

FIG. 9. (left) SLA (as in Fig. 5a, but with fewer contours) and (right) index xr (as in Fig. 7). Eddies that are

correctly identified by the index are labeled with crosses (1). Eddies that are not correctly identified by the index

are labeled with stars (*).
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ISQG or ESQG can, however, be extended to take into

account other vertical structures, determined from cli-

matologies of specific coherent vortices present in oceanic

regions, in particular with subsurface maximum. To do

so, a first step is to be able todetermine the nature (surface

or subsurface) of a vortex from surface fields alone.

We have thus proposed an index to determine the

nature (surface or subsurface) of vortices using surface

anomalies: the ratio of the sea surface density to the sea

level anomalies xr. This was tested with data coming

from a realistic ocean circulation model in the Peru–

Chile upwelling system and an analysis of tens of

vortices.

We have shown that there exist wrong identifications

associated with different error sources. First, in realistic

configurations, a filter must be applied to determine the

part of the physical fields associated with the vortex

signal. We have then shown that the index calculation

can be more difficult in a complex environment:

a strong current having characteristics similar to the

vortex can hide the signal of subsurface eddy when it is

located in its vicinity and lead to errors. We have also

shown that for multicore structures, with subsurface

and surface cores of comparable strength, the de-

termination of the position of the most intense core is

difficult, which leads to errors too. This can be prob-

lematic in some regions where deep coherent vortices

exist but whose signature can be hidden by vertically

aligned surface eddies.

The general rate of success of the method reaches

76% in general, multicore vortices representing about

half the errors. We have also shown that at first order,

the variations of SSr are dominated by SST variations,

except in specific regions, where salinity can play a

substantial role on the stratification (near estuaries, re-

gion of ice formation/melting, etc.), so that the use of the

SST anomaly (a field currently available from satellite

observations at high resolution) is a good proxy for the

calculation of the index. We think that our results are

satisfactory and can be applied to real observations.

A problem to be addressed is then the difference in

resolution between satellite SST and SSH data: the spa-

tial and temporal resolutions of infrared SST observa-

tions are, for now, far better. This is another potential

source of error for the calculation of the index that has to

be assessed. In the future, wide-swath altimetric obser-

vations will overcome this bias so that the present results

will greatly benefit from the breakthrough provided by

the Surface Water Ocean Topography (SWOT; http://

swot.jpl.nasa.gov/) satellite mission, planned for 2020.

Our results are thus also contributions to prepare the

exploitation of the future SWOT mission for the analysis

of the dynamics of meso- and submesoscale vortices in

the ocean. However, for present observations, we ex-

pect that applications focusing on large-scale struc-

tures or using SST and SSH averaged over several days

should limit the problems associated with resolution.

Testing the proposed method on different surface and

subsurface eddies already identified by authors or us-

ing in situ observations is thus an important perspec-

tive of this work.

The calculation of the index remains very basic and

can certainly be improved.Different attempts have been

made to do so. First, we have tried to use a more

quantitative approach to identify vortices. Indeed, for

surface-intensified vortices, calculations [using Eqs. (4)

and (5)] show that the magnitude of SSr and SLA are

linked and should roughly verify

H
y
SSr/r

o
SLA;21, (17)

where Hy is the vertical scale of the surface vortex. For

subsurface vortices, this ratio should be positive, but

weak. We could thus expect that there is a limit of

xr , xlim
r beyond which the vortex is subsurface, instead

of a change of sign. This has been applied with success

for the main model output analyzed in the paper (as-

sociated with Figs. 4–11): using xlim
r 5 0. 2 leads to far

better results (less than 5% error). However, applying

this criterion to the general case was disappointing and

even led to degraded general statistics.

We have also thought of replacing SLA with the

surface relative vorticity, whose field seems more

closely correlated with SSTA (not shown). In the

studied region (Southern Hemisphere and negative

f), relative vorticity has the same sign as SLA near

the vortex center, so that in order to detect surface

and subsurface eddies we can use the same algo-

rithms, but we replace SLA by relative vorticity to

calculate a new index denoted xz
r.To identify eddies,

the same method can be used, but a new minimum

(zmin 5 0.5 3 1025 s21) has to be defined to remove

weaker eddies. Again the general statistics were not

improved in comparison with xr. In addition, relative

vorticity is more difficult to calculate using satellite

observations, as gridded altimetric SSH products

have a coarse spatial resolution. The relative vortic-

ity field, based on a double derivative of SSH, is then

associated with large uncertainties that we believe

would be problematic.

Other improvements are possible, such as using an

anisotropic filter to better define the anomalies as-

sociated with vortices, or trying to better identify the

SST anomaly when it is not collocated with the vortex

center defined by the SLA extrema. Figure 6 indeed

shows that SSrA can be highly variable over the
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vortex area (delimited by the closed contours of SLA

for instance) so that the calculation of the present

index can have strong uncertainties given the gap

between SLA and SSr. We believe an index based on

an analysis of the latter fields within the vortex area

could lead to a significant improvement. However,

given its simplicity, we think the present index de-

rived in this first study is useful as a first step.

FIG. 10. Vorticity structure of the four eddies for which the index yields wrong results. For

each vortex, we have represented the east–west and north–south transects of relative vorticity

and amean vertical profile near the center. The position of each vortex (denoted 10a–d) is given

in Fig. 7.
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Finally, we have seen here that vortex structures are a

complex result of their history. From their formation to

their interaction with large-scale background flow, jets or

other eddies (such as alignment with other vortices, as

mentioned in this paper), or diabatical transformations,

many processes can modify their structure. Fundamental

studies linking all aspects of vortex evolution to their

structure and surface signature are thus of interest also to

improve the proposed index or to determine alternative

methods for the determination of the nature of vortices.

Concerning applications, we believe the index yields

interesting information to determine areas where the

FIG. 10. (Continued)
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SQG approach can be used (or not) to calculate a sur-

face velocity field and where the ISQG method can be

generalized to represent subsurface structure, provided

the interior PV structure is projected on new vertical

profiles, for instance, calculated from local vortex

climatologies.

The index can also be applied as a proxy to analyze the

details of the processes responsible for the generation

and evolution of eddies in nature or in numerical model

results, or to evaluate the contribution of eddies to the

general circulation in the ocean, in particular in regions

where water masses are known to subduct or to surface.

Finally, a straightforward and obvious application of

the index is associated with the assimilation of SLA or

SST anomalies, which are for now generally associated

with surface-intensified eddies. Our work shows that

both physical fields are strongly correlated and we think

our results offer the first step of a method to combine

FIG. 11. Diagram representing the monthly statistics of vortices’ identification for the numerical simulation used in

the study (the black intervals represent the standard deviation for each month over the 7 years of simulation).

FIG. 12. As in Fig. 9, but using xT instead of xr. Eddies that are correctly identified by the index are labeled with

crosses (1). Eddies that are not correctly identified by the index are labeled with stars (*).

2546 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 46



them to reconstruct the vertical structure of a vortex

and improve the representation of vortices in realistic

models with data assimilation. Estimating the exact

vertical position of the vortex center remains a problem,

as we have shown that the index combines it with the

vertical scale of the eddy core and is probably sensitive

to the details of the vortex structure. This has to be

studied further, but in general a given oceanic region

contains a limited number of coherent vortex types. It

thus seems possible to determine the index character-

istics for each vortex type and to connect an observed

anomaly to a single one, then using an average three-

dimensional structure of the latter to project the ob-

served anomalies vertically. This, however, requires

important further developments.
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APPENDIX A

Evaluation of the SQG and ISQG Methods for
Subsurface Vortices

As initially shown by Bretherton (1966), building on

the idea that the surface density of the ocean plays the

same role as the potential vorticity in the interior of the

ocean, several studies have proposed to compute ve-

locity fields from the knowledge of surface temperature

alone (see Held et al. 1995; Isern-Fontanet et al. 2006;

Lapeyre and Klein 2006), known as the SQG theory

(Blumen 1978). It boils down to inverting Eqs. (1), (7),

and (8), hypothesizing QGPV 5 0. It can be shown that

FIG. A1. Vertical section of vorticity, QGPV, and density fields for (left) a surface anticyclone with dr0 5 20.02&,

R 5 50 km, Hy 5 200m, z0 5 0m, and Q0 5 20.5f and reconstructed fields for (center) ISQG and (right) SQG.
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in the Northern Hemisphere a positive surface density

anomaly—or a negative temperature anomaly—will

in this case be associated via the SQG theory with a

surface-intensified cyclone. Negative surface density

anomaly—or a positive temperature anomaly—will be

associated by the SQG theory to a surface-intensified

anticyclone (see Isern-Fontanet et al. 2006; Lapeyre and

Klein 2006).

However, for most oceanic eddies the assumption of

no potential vorticity anomaly within the water column

is not verified, so we can expect some discrepancies

between reconstructed fields using the SQGmethod and

realistic vortex structures. In particular, the difference

between the observed sea surface elevation and that

obtained using SQG and the sea surface density anom-

aly is the signature of the interior QGPV.

Based on this idea, Wang et al. (2013) have proposed

an improved method, called ISQG, which relies on the

addition of an interior streamfunction ci to the SQG

streamfunction cSQG associated with the surface den-

sity anomaly [Eq. (12); c 5 cSQG 1 ci]. The interior

streamfunction ci is then calculated, assuming that its

vertical structure is a combination of the barotropic and

first baroclinic modes whose horizontal structure is cal-

culated so that the total streamfunction matches the sea

surface elevation at the surface [c(z5 0)5 gh/f 1 csurf]

and vanishes at the bottom. The solution is given by

c
i
(x, y, z)5c

h
(x, y)F

1
(z)2c

SQG
(x, y,2H)

2c
h
(x, y)F

1
(2H), (A1)

and

c
h
(x, y)5

1

F
1
(0)2F

1
(2H)

[c
surf

(x, y)

1c
SQG

(x, y,2H)2c
SQG

(x, y, 0)]. (A2)

With this, it can be easily verified that c(z5 0)5 csurf (the

sea surface elevation is as prescribed), c(z 5 2H) 5 0

(the total streamfunction vanishes at the bottom), and

(›c/›z)jz505 (›cSQG/›z)jz50 (the surface density field is as

prescribed). Thus, the ISQGmethod leads to an estimation

of interior fields from the sea surface elevation and density

alone and matching these surface fields.

However, the vertical structure of the interior stream-

function, and thus QGPV, is empirically determined and

only projects on the barotropic mode (which does not

FIG. A2. As in Fig. A1, but for dr0 5 0& and z0 = 300m.
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varywith depth) andfirst baroclinicmode. If the details of

the shape of the first baroclinic mode depend on the

stratification, it is always intensified at the surface, rea-

ches zero at middepth or so and reaches another extreme

(usually weaker) at the bottom (see Fig. 1b). As a result,

the vertical structure of the QGPV field associated with

the ISQG approach is determined by the first baroclinic

mode and is always surface intensified.

Figure A1 represents the vorticity, QGPV, and den-

sity anomaly fields for a chosen surface-intensified an-

ticyclone with dr0 5 20.02&, R 5 50 km, Hy 5 200m,

z05 0m, andQ0520.5f and its reconstruction using the

ISQG and SQG approaches. As demonstrated by Wang

et al. (2013), the improvement of the ISQG approach is

obvious, in particular for the vorticity and density

anomaly fields. Notice, however, that there exist dis-

crepancies in the deepest layers for the QGPV field,

which exhibits a vertical structure with opposite sign

anomalies for ISQG, a structure known to be baro-

clinically unstable. This modification does not have a

strong impact for the reconstructed fields (at least in the

upper layers), but if it was used in a predictive model, the

evolution and propagation of the (real) QGPV and

ISQG reconstructed vortices would be different (see

Morel and McWilliams 1997).

As the QGPV of the ISQG is surface intensified (and is

null for SQG), the reconstruction of subsurface eddies thus

remains a problem for both SQG and ISQGmethods. This

is illustrated in Fig. A2, which represents the vorticity,

QGPV, and density anomaly fields for a subsurface vortex

with dr0 5 0&, R5 50 km,Hy 5 200m, z0 5 300m, and

Q0 520.5f. The surface vorticity field remains decently

represented, but as expected, the QGPV and density fields

are this time very different as the structure reconstructed by

the ISQG method remains surface intensified. These differ-

ences get stronger as thevortex corevertical position (z0) gets

deeper. Also, notice that, as the chosen vortex has no density

signature at the surface (dr05 0&), the SQGfields are null.

Finally, notice that this time the density field recon-

structed by the ISQG method leads to opposite-sign

anomalies: in fact, an anticyclonic vortex with a nega-

tive QGPV core has a weakly stratified core. As a result,

surface-intensified anticyclones deflect isopycnic levels

and the thermocline downward. This is also true for iso-

pycnic levels located below the core of subsurface vorti-

ces, but the isopycnic levels located above their core

FIG. A3. As in Fig. A2, but for dr0 5 0.02&.
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are this time pushed upward (see, e.g., Bashmachnikov

and Carton 2012; Bashmachnikov et al. 2014).

This has important consequences and accentuates the

discrepancies for subsurface anticyclones. Indeed, as

isopycnic levels located above the core are pushed up-

ward, it is reasonable to associate this kind of structure

with positive density anomalies at the surface. FigureA3

represents the velocity, vorticity, and potential vorticity

fields for a subsurface vortex with dr0 5 0.02&, R 5
50 km, Hy 5 200m, z0 5 300m, and Q0 5 20.5f.

The ISQG method leads to subsurface-intensified

vorticity, but the QGPV field still has the same prob-

lem and the intensity of the vorticity and density fields

are this time much weaker than reality. SQG predicts a

good thermocline position (density anomaly), but, as a

positive surface density anomaly is associated with cy-

clonic vortices, the vorticity has an opposite sign.

To conclude, both SQG and ISQG have difficulties to

represent subsurface eddies. Notice that as Eqs. (1), (7),

and (8) are linear, we only considered anticyclonic vor-

tices with a fixed QGPV strength (Q0 5 20.5f ), but the

results are identical for cyclones or anticyclones with

different strength.

The discrepancies associated with the reconstructed

ISQG or SQG fields obviously depend on several pa-

rameters (vortex core depth, radius, shape, etc.), but

subsurface vortices represent a specific problematic cate-

gory and, despite the recent improvement brought by the

ISQG approach, the identification and calculation of the

3D fields for this kind of structures remains a challenge.

APPENDIX B

The Gaussian Filter Algorithm

Using a low-pass filter allows us to retain the large-scale

information within an image while reducing the small-

scale information. Here, the low-pass filter c of a physical

field c is calculated using a smoother of the form:

c(i, j)5

�
Vi, j

w(i1, j1)c(i1, j1)

�
Vi, j

w(i1, j1)
, (B1)

where the weights w are defined as

w(i1,j1)5exp

(
2
[x(i, j)2x(i1, j1)]21[y(i, j)2y(i1, j1)]2

R2
f

)

(B2)

and Rf is the correlation radius. The region over which

the mean field is calculated is circular with a radius 2Rf.
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