Small-scale open ocean currents have large effects on wind wave heights
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Abstract  Tidal currents and large-scale oceanic currents are known to modify ocean wave properties, causing extreme sea states that are a hazard to navigation. Recent advances in the understanding and modeling capability of open ocean currents have revealed the ubiquitous presence of eddies, fronts, and filaments at scales 10–100 km. Based on realistic numerical models, we show that these structures can be the main source of variability in significant wave heights at scales less than 200 km, including important variations down to 10 km. Model results are consistent with wave height variations along satellite altimeter tracks, resolved at scales larger than 50 km. The spectrum of significant wave heights is found to be of the order of 70 (Hs)2 / (g² (Tm0-1)²) times the current spectrum, where \( H_s \) is the spatially averaged significant wave height, \( T_{m0-1} \) is the energy-averaged period, and g is the gravity acceleration. This variability induced by currents has been largely overlooked in spite of its relevance for extreme wave heights and remote sensing.

Plain Language Summary  We show that the variations in currents at scales 10 to 100 km are the main source of variations in wave heights at the same scales. Our work uses a combination of realistic numerical models for currents and waves and data from the Jason-3 and SARAL/AltiKa satellites. This finding will be of interest for the investigation of extreme wave heights, remote sensing, and air-sea interactions. As an immediate application, the present results will help constrain the error budget of the up-coming satellite missions, in particular the Surface Water and Ocean Topography (SWOT) mission, and decide how the data will have to be processed to arrive at accurate sea level and wave measurements. It will also help in the analysis of wave measurements by the CFOSAT satellite.

1. Introduction

The analysis and numerical modeling of ocean currents and waves have historically been developed separately. Yet currents can influence waves, as it is well documented for large-scale currents, particularly the Agulhas current [e.g., Irvine and Tilley, 1988] and the Gulf Stream [e.g., Mapp et al., 1985]. Although the same physical principles should apply, the impact of smaller-scale currents has been little explored in the open ocean, with the exception of currents associated with internal waves [e.g., Osborne and Burch, 1980].

Knowledge on small-scale ocean flows, including the so-called submesoscales, has only emerged recently. Submesoscales are “structures in the form of density fronts and filaments, topographic wakes, and persistent coherent vortices […] created from mesoscale eddies and strong currents” [McWilliams, 2016].

The present paper examines how currents at scales of 10–100 km in the open ocean modify the heights of surface waves. The currents we consider include mesoscale, submesoscales, and internal waves. Neglecting diffraction and scattering effects, generally not relevant at scales over 1 km, i.e., larger than the wavelength of ocean waves [e.g., Magne et al., 2007; WISE Group, 2007], the wavefield represented by the two-dimensional wave action spectrum \( N(k, \theta) \) evolves in time and space according to [e.g., Komen et al., 1994].
\[ \frac{\partial N}{\partial t} + \frac{\partial}{\partial \phi} \left( \hat{\lambda} N \right) + \frac{\partial}{\partial \phi} \left( \phi N \right) + \frac{\partial}{\partial \phi} \left( kN \right) + \frac{\partial}{\partial \phi} \left( \hat{\delta} N \right) = \frac{S}{\sigma} \]  

(1)

where \( t \) is time, \( \hat{\lambda} \) and \( \phi \) are longitude and latitude, \( k \) is the wave number magnitude, and \( \theta \) is the wave propagation direction relative to East (oriented so that eastward propagating waves have \( \theta = 0 \)). On the right-hand side, \( S \) is the sum of the energy source terms that represent the interactions with winds, bottom, wave-wave interactions, and dissipation. Division by the intrinsic frequency \( \sigma \) converts the energy source \( S \) to a source of action.

For simplicity, we neglect nonlinear wave action advection by the Stokes drift and differential advection of different components due to a vertical shear in the current. Hence, we use the surface values \( w_e \) and \( v_e \) of the zonal and meridional current components, provided by a circulation model. A more general treatment is given by Andrews and McIntyre [1978] or Kirby and Chen [1989], which could reduce the current impact in the presence of strong near-surface shear, in particular for large wave periods. For example, a linear shear reducing the current speed from 1 m s\(^{-1}\) at the surface to 0 at 20 m depth gives an effective current speed of 0.5 m s\(^{-1}\) for a wave period of 10 s (\( L = 150 \) m) instead of the 1 m s\(^{-1}\) surface value.

Propagation speeds in physical and spectral space are given by the following expressions [Tolman, 1990]:

\[ \dot{\lambda} \sin \frac{\theta}{R} \cos \phi \frac{\partial v_e}{\partial \phi} - \cos \frac{\theta}{R} \frac{\partial}{\partial \phi} \left[ \frac{1}{\cos \frac{\theta}{R}} \left( \cos \frac{\theta}{\partial \lambda} \frac{\partial u_e}{\partial \phi} - \frac{\partial v_e}{\partial \phi} \right) \right], \]  

(2)

\[ \dot{\lambda} = \frac{(C_g \sin \theta + a u_e)}{(R \cos \phi)}, \]  

(3)

\[ \dot{\phi} = \frac{(C_g \cos \theta + a v_e)}{R}. \]  

(4)

\[ \dot{k} = -\frac{\partial \sigma}{\partial k} = \nabla D - k \cdot \nabla u_e. \]  

(5)

Here \( D \) is the water depth, \( \dot{\phi} \) is the apparent wave rotation velocity due to water depth gradients and Earth sphericity, \( R \) is the Earth radius, \( C_g = \frac{\partial \sigma}{\partial k} \) is the intrinsic group speed given by the linear wave dispersion relation

\[ \sigma^2 = g k \tanh (kD), \]  

(6)

and \( \omega = \sigma + k \cdot u_e \) is the absolute frequency. The advection coefficient \( a \) is equal to 1, except in specific model tests where we set \( a = 0 \) to investigate the impact of the advection terms.

The current vector \( \mathbf{u}_e \) directly impacts the waves through four mechanisms, each represented by a separate term in equation (1).

1. The refraction term \( \dot{\lambda} \) in equation (2): the turning of the waves can produce large variations in wave heights in the case of monochromatic waves.
2. The advection of wave action at the speed \( C_g + a \mathbf{u}_e \) in equations (3) and (4). It should be noted that \( C_g \) also adjusts to the change in current velocity. This advection by the current is deactivated by setting \( a = 0 \).
3. The change in wave number \( \dot{k} \) or “concertina effect” represents a change in wavelength that is also associated with an exchange of energy between waves and currents, and a change in group speed \( C_g \).
4. The source term \( S \) is a function of the wind speed relative to the current speed, typically \( \mathbf{u}_{10} - \mathbf{u}_e \) with \( r = 0 \) when neglecting the current, and \( r = 1 \) for a full effect of the current, which neglects the adjustment of the atmosphere to the surface current velocity [Hersbach and Bidlot, 2008]. That adjustment was found to give \( r \approx 0.5 \) for mesoscale currents [Bidlot, 2005].

Other indirect effects include a stronger wave dissipation in current fronts due to enhanced wave steepness [e.g., Phillips, 1984]. This effect can strongly modify wave modulation by currents, and it can be sensitive to the choice of parameterization [Ardhuin et al., 2012]. All these effects have been verified with tidal currents where they are well known, for example in locations monitored by coastal radars [e.g., Ardhuin et al., 2012].

Small-scale ocean dynamical patterns have been detected from remote sensing data [e.g., Munk et al., 2000], but a quantitative evaluation of their magnitude and importance emerged only recently from the analysis of numerical model results [e.g., Capet et al., 2016; Klein and Lapeyre, 2009; Sasaki et al., 2014] and in
situ measurements [Callies et al., 2015], as reviewed by McWilliams [2016]. Our investigation was triggered by new satellite instruments that are being built or designed to measure these small-scale currents via their sea surface height (SSH) signature [Durand et al., 2010], or a direct Doppler measurement [Bourassa et al., 2016; SKIM Team, 2016]. In this context, the measurement noise and possible errors are of particular interest, and some of these errors are related to waves [e.g., Peral et al., 2015; Chapron et al., 2005]. Our more general goal is to advance the understanding of the correlation between waves and currents, with a focus on open ocean scales ranging from 10 to 200 km, a subject that will certainly find other applications, probably for air-sea fluxes or extreme waves [e.g., Romero et al., 2017].

While recent studies have investigated the spatial variability of the mean square slope, which is dominated by waves around a meter in length [Kudryavtsev et al., 2012; Raske et al., 2014], we focus on the significant wave height, which typically involves longer waves.

2. Wave Heights Over the Gulf Stream

Small-scale currents around the Gulf Stream have been the focus of much attention with the lateral mixing initiative [Shcherbina et al., 2015]. Although coastal currents at scales under 100 km can be monitored by high-frequency radars, there is no such data in the open ocean. We thus use numerical model output that is expected to be statistically consistent with the real ocean.

2.1. Current and Wave Model Setups

We use the ROMS model simulations presented by Gula et al. [2015], with a resolution of 1.5 km. These are nested in a lower-resolution simulation that spans the Atlantic basin. The simulation is forced by daily winds from a climatological year, diurnally modulated by surface fluxes, but without tides.

To evaluate possible biases due to model configuration, in particular oceanic forcing, we also use hourly currents in the Gulf Stream region from a global 1/48° resolution run of the Massachusetts Institute of Technology general circulation model (hereinafter MITgcm; see Rocha et al. [2016, Appendix D] for a brief description of this model settings). That configuration includes tidal forcing and 6 hourly atmospheric forcing from the 0.14° ECMWF atmospheric operational model analysis, starting in 2011. In the Gulf Stream region, horizontal grid spacing is 1.4 km.

Each surface current field is used to force a numerical wave model based on the WAVEWATCH III modeling framework [WAVEWATCH III Development Group, 2016], with 1/60° resolution in both longitude and latitude, and a spectral discretization into 24 directions and 32 frequencies, exponentially spaced from 0.0373 to 0.72 Hz. Simulations with 48 directions instead of 24 give 10–50% stronger gradients at scales 10–100 km, but these do not change our conclusions on the relative magnitude of the different processes. The wave model includes all four direct effects of current presented above, namely refraction, wave action conservation with a change in wave period, advection by the current, and the relative wind effect in the source term. The integration of the wave action equation (1) uses a splitting method [WAVEWATCH III Development Group, 2016]. We use a spectral advection time step of 25 s, used in particular for refraction, with a global integration time step of 200 s and a minimum source term time step of 5 s, and an advection time step of 50 s. We verified that further reducing all time steps had no significant impact on the model results.

In addition to currents, the wave model is forced by 3 hourly winds from the European Centre for Medium-Range Weather Forecasts (ECMWF) operational system, with 1/8th of degree resolution. This wind forcing is thus different from the wind used to force ROMS. Wave spectra at the offshore boundary come from the global wave modeling system and hindcast results described by Raske and Ardhuin [2013]. Parameterizations for wave generation, dissipation, and other processes are consistent with that global hindcast, including later adjustments of the bottom friction [Roland and Ardhuin, 2014].

Wave conditions over the Gulf Stream are characterized by alternating young wind waves from nor’easter storms and old swells radiating from hurricanes [e.g., Cardone et al., 1996; Herbers et al., 2000; Ardhuin et al., 2003]. In order to sample both regimes, we have chosen to combine realistic wave forcing and boundary conditions for September 2014. Because of significant seasonal changes in the intensity of small-scale currents, we investigate the impact of ROMS current for September and June on our September waves.
2.2. Effects of Currents on Waves

Figure 1 shows a typical example of modeled significant wave heights in the case of swells from a remote storm, in this case from the 2014 Hurricane Edouard. While the storm remained east of 57°W, in the middle of the Atlantic, swell propagated west to the North Carolina Outer Banks. Except for the bottom topography effects (refraction and bottom friction) that are confined to the continental shelf [e.g., Ardhuin et al., 2003], wave height patterns in Figure 1a are dominated by the effects of currents. In particular, the Gulf Stream and the two current rings shown in Figure 1b have a clear correspondence with the current influence on wave heights shown by Figure 1c, as studied previously by Holthuijsen and Tolman [1991]. The warm-core ring, to the north, is spinning clockwise while the cold-core ring, to the south, is anticlockwise. The particularly strong reduction in wave height marked by the arrow in Figure 1e is due to refraction over the ring, and is slightly reinforced by the smallest scales of the current field (Figure 1f).

Figure 1. Impact of current on swells across the Gulf Stream on 18 September 2014, 6:00 UTC. Maps of (a) modeled wave height, (b) wave height from model without current, (c) high-resolution current from ROMS, (d) same current field smoothed, (e, f) Wave height difference for (e) case with high-resolution current minus case without current and (f) cases with high-resolution current minus case with smoothed currents. The dashed box is the region used for the spectral analysis shown in Figure 2.
The map of wave height differences in Figure 1e includes both large and small-scale features. Smoothing the current to remove details with wavelengths of 10 km or shorter (see Figure 1d) has a visible impact on the wave heights with variations up to 10% (Figure 1f). These include far-field effects along the shoreline. From the North Carolina Outer Banks to Cape Cod, ocean currents and their details at scales of the order of 10 km significantly affect nearshore waves. This has implications for extreme events and storm surges [e.g., Hall and Sobel, 2013].

In order to quantify the effects of currents, we analyze the spectra of spatial variations of currents and wave heights. Power spectral densities were computed from the two-dimensional Fourier transforms over a set of \(3 \times 3\) tiles covering dashed box in Figure 1, after a Hann window has been applied along each dimension for each tile. The variance lost due to this windowing is corrected by rescaling the resulting spectra, which are then averaged in time to reduce their statistical uncertainty. The two-dimensional average spectra were then binned into one-dimensional (1-D) spectra by summing the variance in wave number bands with a constant resolution, corresponding to a sum over all possible directions. These 1-D spectra represent the distribution of variance across spatial scales. The shortest resolvable wavelength is twice the grid spacing, \(L = 3\) km or \(k = 0.33\) cycles per kilometer (cpk). The results are shown in Figure 2 and are only significant for \(k < 0.1\) cpk due to the numerical dissipation of small scales in the ocean circulation models, which is the likely cause of the change in spectral slope around \(k \approx 0.15\) cpk. The two circulation model results are similar (MITgcm: solid, ROMS: dashed for June currents, dotted for September currents) and have the same impact on wave heights. The nearly constant slope of the current spectrum between wavelengths of 100 and 10 km suggests that both ROMS and MITgcm resolve correctly those scales, while the change in slope between 5 and 10 km wavelength is probably associated with the numerical dissipation [e.g., Capet et al., 2016].

A striking property revealed by Figure 2 is that in our model that takes into account currents (in red), the spatial variability at 100 km scales is 4 times higher than in the model without currents (in black): in other words, currents account for more than 75% of the spatial variability of wave heights at scales of 100 km in our model. This proportion increases dramatically for shorter scales and exceeds 99% at 25 km. Also, the spectrum of \(H_s\) closely follows the shape of the current spectrum. Simulations using high-pass or low-pass velocity fields (not shown) confirm that the shape of the \(H_s\) spectrum adjusts to the current spectrum, and the two are roughly proportional for wavelengths between 10 and 100 km.

One would think that this variability of \(H_s\) could be easily validated with satellite altimeter data, but this is generally not the case for scales shorter than 100 km [Sandwell and Smith, 2005]. Figure 3 shows examples of observed variability in \(H_s\), that is associated to the Gulf Stream, and spectra of \(H_s\) over our region of interest. Figure 3b shows a very large increase in wave height as waves from a nor'easter storm encounter the Gulf Stream. For reference, the wave model hindcast of Rascle and Ardhuin [2013] has values of \(H_s\) that do not exceed 3.5 m in the current for that day (without current effects). In that hindcast, which has a resolution of 1/6° of the Gulf Stream, including forcing by altimeter-derived geostrophic currents [Rio et al., 2014]
Figure 3. Example of (a) surface geostrophic current produced for the Globcurrent project and provided by AVISO [Rio et al., 2014], overlaid with the Jason-3 track of 5 April (red circles) and (b) variation of $H_s$ along a Jason-3 altimeter track, as given by the standard Newton-Raphson method (NR) or an alternative Nelder-Mead method (NL). (c) Spectra $E(k)$ for Jason 3 cycles 1–11 (February–May) or 8–11 (April–May). The arrows in Figures 3a and 3b mark the location where the satellite track crosses the northern edge of the Gulf Stream.
introduces a clear gradient of $H_s$ around 37°N. Still, that modeled gradient is only half of the measured gradient, probably because of the limited resolution of the current field, and also because of the geostrophic approximation [e.g., Penven et al., 2014, Figure 9]. One of the modeled patterns discussed in Appendix B (Figure 10e), also for a nor'easter event, is closer to this observed situation.

With the higher-resolution simulation presented here, we can only attempt a statistical validation, for example with the spectra of $H_s$ derived from altimeter. These spectra are very sensitive to the retracking method for wavelengths shorter than 100 km. A comparison of the standard Newton-Raphson processing with a Nelder-Mead numerical retracker is shown in Figure 3c (experimental data provided by CNES). It demonstrates that the standard processing produces a background spectral noise of about 2000 cm$^2$ per cycle/km, so that the spectrum of $H_s$ is dominated by noise for scales shorter than 100 km when the wave height is low (e.g., April–May 2016, which is similar to September 2014). For larger wave heights, the spectrum decreases like $k^{-2}$ down to wavelengths of 40 km. These observed spectral shapes are consistent with our model results that include currents.

### 3. Wave Heights in Drake Passage

From the analysis of the Gulf Stream region only, it is unclear how general these conclusions are, and what to expect for different regimes of ocean circulation or waves. Because the MITgcm simulation is global, we can investigate the relationship between currents and wave parameters in other regions. We have chosen to focus on Drake Passage, between South America and Antarctica, because the MITgcm simulation has been analyzed in detail for that region by Rocha et al. [2016]. These authors found the currents to be statistically consistent with in situ ADCP data, and we thus expect that current patterns are generally realistic.

Drake Passage is a good example of an open ocean region with a strong current, energetic mesoscale and submesoscale variability, and large swell from the Pacific. For our analysis of wave-current interactions, we consider a rectangular box from 56°S to 60.5°S and 51°W to 65°W, as illustrated in Figure 4. This box is located south of the strong flow associated with the Sub-Antarctic Front (SAF), which hugs the coastline and carries a significant transport through Drake Passage. In order to limit the direct contribution of large-scale currents, we chose a box away from the SAF for our spectral analysis, but it contains eddies that radiate from the SAF. A weaker structure, the Polar Front (PF), is located roughly in the center of Drake Passage, between 58°S and 60°S and does not stand out so much in surface velocities, because it meanders substantially [e.g., Dong et al., 2006].
3.1. Model Setup
In Drake Passage as over the Gulf Stream, our wave model uses the WAVEWATCH III framework [WAVEWATCH III Development Group, 2016], here configured to have the same spatial resolution as the MITgcm grid, meaning a local resolution of 1.4 km, with other properties unchanged from the Gulf Stream run, except for a spectral advection (i.e., refraction) time step reduced to 12.5 s instead of 25 s. This is because we had one test with 48 directions instead of 24, and we kept the time step the same for consistency. The open boundaries are forced by wave spectra from a 0.5° resolution global run that does not include currents, and that is forced, besides the MITgcm currents, by ECMWF winds, sea ice concentration from NCEP, and iceberg distributions from Ifremer [Ardhuin et al., 2011]. We performed tests with higher-resolution winds (5 km, hourly), which showed that small-scale wind variability contributes little to the wave height variability (see Appendix A).

The simulation spans 10–30 October 2011. We allow the wavefield to spin-up for 3 days and analyze the period from 13 to 18 September, which is representative of the entire run.

3.2. Spatial Patterns of Wave Heights
Over large-scale currents like the Gulf Stream, the deflection of wave rays by refraction easily produces large gradients in wave heights at a scale that is related to the “focal distance” and the coherence scale of the current [White, 1999; Gallet and Young, 2014]. It is more surprising to find large gradients with smaller-scale currents. Figure 4b shows that the modeled wave heights have patterns on the same scale as the surface current shown in Figure 4a. This variability in the presence of currents contrasts with the smooth $H_s$ field in the case without current, shown in Figure 4c. Without current, wave heights are generally smoother than the wind field [Abdalla and Cavaleri, 2002], except in locations that experience blocking by land, islands, or icebergs [Tolman, 2003; Ardhuin et al., 2011].

The explanation of this variability in wave heights can be obtained by the spectral analysis of the current and $H_s$ maps, and the deactivation of various processes in the model. In order to avoid land and boundary effects, this analysis is restricted to the dashed box in Figure 4.

The shape of the mean meridional $H_s$ spectrum exhibits a transition at a wavelength of 80 km from a decrease like $k^{-0.5}$ for large scales to $k^{-3}$ for smaller scales (red curve in Figure 5a). With its narrow footprint, the AltiKa altimeter has provided wave heights with unprecedented accuracy since its launch in 2013 [Sepulveda et al., 2015]. We thus use AltiKa data for the same region but over the full year 2015 (202 tracks) and find a similar transition but at a larger wavelength of 120 km (Figure 5a). At wavelengths shorter than 70 km, the raw 1 Hz data that we use here are contaminated by noise, which explains the nearly flat
The difference between spectra of model and observed $H_s$ at scales around 100 km is similar to the difference reported by Rocha et al. [2016, Figure 6, partly reproduced in Figure 5b] between the 1999–2012 ADCP velocity spectra and the MITgcm simulation. This suggests that modeled wave height would better fit the AltiKa data if the MITgcm were corrected for a distorted kinetic energy spectrum around 100 km wavelength.

Because the wavefield contains a wide range of scales, each with its own spatial pattern, we can distinguish between the different wave components by computing the spectrum of an equivalent wave height estimated from the short waves $H_{ss}$, using dashed and dash-dotted curves for $f_c = 0.17$ Hz in Figure 5a. The long waves dominate the variability of $H_s$ for scales larger than $L_c = 6$ km, whereas the short waves dominate the smaller scales. This variability is consistent with the idea of a longer relaxation scale for the longer waves, as used for example by Kudryavtsev et al. [2005] for remote sensing applications. Shifting $f_c$ to lower frequencies increases the scale $L_c$.

The omnidirectional spectra in Figure 5b also follow a $k^{-2}$ power law from 100 to 10 km wavelength, comparable to the $k^{-2.7}$ of the velocity spectrum. Both spectra exhibit a sharp roll-off at wavelengths less than 10 km due to the effective numerical resolution of the MITgcm currents, with the smallest scales artificially damped by the numerical scheme of the model. The spectrum of $H_s$ is roughly 0.2 s$^{-2}$ times the current
spectrum. Rerunning the model with and without the different current effects, we diagnose the different physical effects, as shown in Figure 5b. This decomposition into the different terms is not sensitive to the pattern orientation, as zonal gradients (not shown) or omnidirectional spectra (Figure 5b) give the same ordering of the various processes.

Because the combination of the different processes is not linear, it is difficult to attribute a well-defined part of the wave height gradients to any of the explicit terms in equations (2)–(5), given that there is also an indirect effect via the dissipation rate which is part of the wave action source term S in equation (1). Still, it appears clearly that at scales larger than 20 km one of the dominant effects is from wave turning due to refraction: including only refraction (setting the other three terms to zero) gives a spectrum of $H_s$ that is within a factor 2 of the full model for these scales, and removing only refraction reduces the variance by a factor 3 or more. However, the refraction effect is partially canceled by the advection term, which taken alone would explain nearly half of the variance at all scales. Overall, refraction and advection dominate together for scales larger than 30 km. In contrast, at scales shorter than 20 km, the dominant effect on the variance of $H_s$ is advection, which is partly canceled by refraction but enhanced by the velocity bunching (concertina effect) and the relative wind effect.

To illustrate the partial cancellation of refraction and advection, we have included one example of wave height patterns in the middle of our region of interest (Figure 6). Please note that the arrows in all panels correspond to the current direction. This snapshot includes a strong westerly jet (in yellow and orange at the center of Figure 6a), which gives a lower wave height in the jet (in gray and purple at the center of Figure 6b) and higher wave heights on both north and south sides of the jet (in green and yellow). This pattern of wave height is mostly due to refraction as shown in Figure 6c: the waves are mostly from the west at this time and are turning toward both sides of the jet. The effect of advection by currents is more complex, because the divergence of the energy flux $\partial((C_g + U) E)/\partial x$ depends on the gradients of the energy, which are also determined by refraction. As a result, the difference in wave height due to refraction and advection is not the simple sum of the differences due to each process. When combined (Figure 6e), they explain most of the effects of currents in the full model (Figure 6b).

These results are qualitatively robust to changes in model settings. Yet, given the importance of refraction, reducing the directional resolution to 7.5° (48 directions) instead of 15° (24 directions) produces an enhancement of wave height gradients, as shown in Figure 6f. The spectrum in Figure 7a reveals that this enhancement only occurs for scales larger than 10 km. The finer directional resolution is not necessarily more realistic. Indeed, in coastal simulations with currents Ardhuin et al. [2012] have found a general underestimation of the directional spread, possibly due to wave scattering by currents. If this is also the case here, an underestimation of the directional spread would produce an overestimation of the gradients of $H_s$ induced by refraction.

Refraction is responsible for the relatively strong gradients of energy for long period waves compared to shorter periods (Figure 7b). It is interesting to see the spectra of the various moments of the wave spectrum. These are defined from the full wave spectrum as

$$E(f) = \int_0^{2\pi} \sigma N(k, \theta) \frac{\partial k}{\partial f} \, d\theta,$$

and

$$m_n = \int_{f_{\min}}^{f_{\max}} E(f)^n \, df,$$  \hspace{1cm} (8)

where $f = \sigma/2\pi$ is the wave relative frequency (frequency in the frame of reference moving with the surface current). Figure 7b shows the spectra of $m_n$ with $n$ ranging from 0 to 4. We recall that the significant wave height is defined by $H_s = 4 \sqrt{m_0}$ and that the mean square slope is proportional to $m_4$. These five moments have a similar root mean square relative variation at scales shorter than 100 km, between 4 and 5%, yet, the higher moments, such as $m_4$, have a stronger variation at small scales.

The general similarity of spectra of current and wave heights was already found around the Gulf Stream. We investigated the variability of the energy level around 10 km wavelength by integrating a whitened spectrum (multiplied by $k^4$ to compensate for the average power law) over wavelengths 8–12 km. This
yields representative energy levels $E_H$ and $E_U$ for wave heights and currents, respectively, every 1 h. The temporal variability of these two energy levels can be related by the following expression (Figure 8):

$$E_H \simeq 70 \frac{\langle H_i \rangle^2}{g^2 \langle T_{m0,-1} \rangle^2} E_U,$$

where the angle brackets refer to a spatial average, and the mean period $T_{m0,-1}$ is defined from the wave moments as

$$T_{m0,-1} = m_{-1}/m_0.$$

The empirical relationship given by equation (11) expresses the general increase in wave variability with the average wave height, and a stronger impact of currents for shorter periods. In the case of the Gulf Stream, the wave height patterns change with the wave conditions from the shorter period nor'easter storms to longer swell periods. This relationship is given here as a rule of thumb for obtaining an order of magnitude of the wave height variability. There are certainly other factors in addition to the current spectrum and the mean period that contribute to the variability of $H_i$. In particular, the high outliers with $E_H/E_U > 0.2$ s$^2$ appear to correspond to northeasterly winds around 12 m s$^{-1}$ blowing against the Gulf Stream on 27 September. This case is discussed in Appendix B. Such outliers are not present in wave model results forced by the same winds but using MITgcm currents. Our hypothesis is that the local intensity and along-stream coherence of the ROMS simulation are the main reason for this difference. White and Fornberg [1998] have shown that current coherence can be an important factor in the patterns of wave heights due to refraction.

The empirical relationship formulated in equation (11) is also consistent with advection and velocity bunching effects. Indeed, for monochromatic waves of...
phase speed $C = gT/2\pi$, neglecting dissipation effects, the conservation of wave action over a stationary current with $u_E$ that varies in the direction of wave propagation gives a change in wave height $\Delta H = \frac{4\pi u_E H_s}{gT}$. This theoretical relationship corresponds to equation (11) with, for example, $(H_s) = 4$ m and $(T_{m0.1 \omega}) = 10$ s. However, because the current gradient is not generally aligned with the wave propagation direction, this effect only explains part of the empirical relationship.

Equation (11) gives an order of magnitude of wave height fluctuations, but it says nothing about the pattern of wave heights and its deterministic relation to the pattern of currents. A more detailed inspection (not shown) reveals an average correlation $r^2 \approx 0.5$ at scales under 20 km between wave heights and the current projected in the wind direction, such that wave heights decrease when the current increases in the wind direction. Hence, beyond a prediction of the spectral shape of $H_s$, it may be feasible to predict most of the small-scale wave patterns without running a full spectral wave model.

Overall, patterns of $H_s$ in our simulations are dominated by the effect of mesoscale currents, with wavelengths larger than 50 km, confirming the analyses of Mapp et al. [1985], Gutshabash and Lavrenov [1986], and others. At shorter scales, the relative wind and advection effects become more important. Previous discussions of $H_s$ gradients have emphasized the importance of wind variability [Abdalla and Cavaleri, 2002] or nonlinear wave evolution [Badulin, 2014; Kudryavtsev et al., 2015]. Our results suggest that current effects cannot be ignored at scales shorter than 200 km. Joint observations of wind, waves, and currents and fully coupled models are needed to evaluate the magnitude of each of these three effects.

### 3.3. Extreme Values of $H_s$

Without performing a detailed analysis, which is beyond the scope of the present paper, we note that fluctuations at small scales produce maxima values of $H_s$ that are larger when currents are taken into account. In simulations with a current smoothed to remove scales shorter than 10 km, differences in the distribution of $H_s$ occur above 6.4 m, corresponding to the 96th percentile. The 99th percentile of the $H_s$ distribution increases by 2% from 6.67 to 6.79 m when currents are included, and it is 6.76 m for smooth currents. The dominant effect in the maximum values of $H_s$ is refraction. When the full resolution current is used but refraction is deactivated, the 99th percentile is actually lower, at 6.59 m. It is the creation of "caustic-like" features due to refraction, as discussed by White and Fornberg [1998] that creates the maximum values of $H_s$. Due to refraction, the local maxima of $H_s$ are generally associated with increased directional spreading. The impact of these correlations on the extreme values of individual waves is beyond the scope of the present paper, but varying directional properties should be considered together with the distribution of significant wave height [e.g., Waseda et al., 2011; Mori, 2012]. From the differences found between ROMS and MITgcm in the Gulf Stream region (see Appendix B), we expect that the current intensity and structure can also have a strong impact on the maximum values of $H_s$.

### 4. Implications for Remote Sensing

Several techniques have been proposed to estimate the variability of currents at scales smaller than 100 km. Here we will consider two of these, the measurement of sea surface height, and the
measurement of geophysical anomalies in the Doppler centroid [Chapron et al., 2005]. Both techniques involve a sea state bias, which may require some knowledge on the wavefield evolution at small scales.

4.1. Currents From Altimetry at Scales Under 100 km
Estimates of the ocean circulation from altimetry have been very successful for large scales, but the wavelengths under 200 km are affected by a variety of noise sources. Some of these errors are correlated with $H_s$, either due to the processing of the waveforms or due to the correction of the sea state bias using the noisy estimates of $H_s$. A correction proposed by Sandwell and Smith [2005] assumed that $H_s$ “should be very smooth over length scales less than a few hundred kilometers.” This assumption is contradicted by our finding that the wave heights are not smooth at scales of 50–100 km due to currents. With a correlation of $H_s$ and currents, and thus sea surface height, the method proposed by Sandwell and Smith [2005] might remove a significant part of the sea surface height signal.

With future satellite missions such as Surface Water Ocean Topography (SWOT) satellite mission [Durand et al., 2010], the small-scale gradients of $H_s$ may be an important source of error via the systematic range error known as sea state bias (SSB). That error can be reduced with accurate estimates of wave parameters both along and across the satellite track. Airborne measurements [Vandemark et al., 2005] give a sea state bias (SSB) in Ka-band that is of the order of 3% of the significant wave height $H_s$ [Valladeau et al., 2015]. Without any information on the cross-track variations in $H_s$, and assuming that the SSB is fully determined by $H_s$ alone, the spectrum of range error at 50 km away from the nadir would be $0.03^2$ times the wave height spectrum shown in Figure 2. Over the Gulf Stream, this can be $1 \text{cm}^2/(\text{cycle/km})$ for $H_s = 2 \text{m}$ at 50 km wavelength. This value should be compared to the baseline total error level of $5 \text{cm}^2/\text{(cycle/km)}$. The planned onboard estimation of wave-related variables, necessary to evaluate SSH noise [Peral et al., 2015], can thus be adjusted to mitigate errors in SSB corrections.

We expect that the empirical relationships used for altimeter SSB at large scales [e.g., Tran et al., 2010] do not apply at small scales because the sea state variability at small scales will be dominated by current instead of wind patterns. Also, the variations of SSB should be controlled by wave-related parameters other than just $H_s$ [Melville et al., 2004]. As shown in Figure 7b, the wave parameters that are more strongly weighted by high frequencies have stronger relative gradients at small scales, because higher-frequency waves vary more strongly at small scales (Figure 5a). This is the case of the surface Stokes drift $U_{sw}$ which is almost proportional to $m_2$ [Ardhuin et al., 2009], or the mean square slope (mss), proportional to $m_4$. In Drake Passage and at scales around 10 km, the spectrum of $H_s$ decays like $k^{-2}$ compared to $k^{-3}$ for $U_{sw}$ and $k^{-1.5}$ for the mss. Hence, the investigation of SSB variations at small scale should be restarted from basic principles. This can be done using the kind of simulations performed here and following the theory put forward by Longuet-Higgins [1963], as applied by Srokosz [1986].

4.2. Direct Doppler Measurements of Currents
Chapron et al. [2005] have used the Doppler centroid of radar backscatter from the sea surface to measure surface currents. In principle, this technique can perform better than altimetry for small scales, because there is no need to take a gradient of the measured quantity, and it provides measurements where the geostrophic relation between sea level and currents does not hold, at the Equator. However, the Doppler centroid contains a wave-induced bias that is

We now consider the case of Ka-band and 12° incidence, corresponding to SKIM, and using the mean spectrum of $U_{10}$ over the Gulf Stream in September. A lack of knowledge of $U_{10}$ variability at wavelengths less than a cutoff $L_{c}$ gives a residual root mean square error of $G\Delta U_{10}=30$ cm/s in the direction of the Stokes drift vector, if $L_{c}=100$ km and 18 cm/s if $L_{c}=40$ km. These errors are smaller than the relative root mean square fluctuations of the order of 60 cm/s after a correction based only on wind speed alone, as used by Collard et al. [2008] for a single SAR pass. This is why Rouault et al. [2010] had to average many SAR scenes treated with that technique in order to obtain reliable current estimates. Hence, the use of a lower incidence angle, for example 12°, can yield accurate currents, provided that the Stokes drift vector is estimated accurately every 50 km (corresponding to a wavelength of 100 km). This Stokes drift can be obtained from a directional wave spectrum measurement.

5. Conclusions

Realistic numerical wave model simulations in the Gulf Stream and Drake Passage regions have revealed that the variability of significant wave heights in the open ocean can be dominated by the effects of ocean currents at scales of 10–100 km. This modeled variability is consistent with the variability of altimeter-derived wave heights which is accessible for wavelengths larger than 50 km in large sea states. In the cases investigated here, refraction is the dominant effect for scales larger than 50 km, overtaken by advection effects for shorter scales. In general, flow intensity and structure have an impact on the wave height gradients. These findings provide a novel view of oceanic sea states at small scales that is relevant for the investigation of coastal hazards, extreme wave heights, and remote sensing, and may be relevant for the coupled evolution of surface waves and mixed-layer processes [e.g., Rascle and Ardhuin, 2009; Suzuki et al., 2016].

A clear limitation of the present results is the absence, in our model, of some processes that are known to be important for wave evolution. One of them is the correlation between currents, temperature gradients, and wind speed [e.g., Chelton et al., 2004], which may have an impact on wave growth. As a result, the relative wind effect that we use is only an order of magnitude estimate that neglects the adjustment of the wind to the local currents and temperature gradients. Another possible process is the enhancement of wave-induced mixing and drift [e.g., Rascle and Ardhuin, 2009] in the upper ocean, which can influence the evolution of ocean submesoscale circulation features [Suzuki et al., 2016].

There is thus a clear need for fully coupled ocean-wave-atmosphere modeling, guided by the investigation of high-resolution measurements. Data from satellite altimeters that do not use Doppler are probably insufficient for the investigation of scales under 50 km, even with the retracking algorithms proposed so far. Delay-Doppler altimeters such as Cryosat and Sentinel-3 can provide data on the joint along-track variations of $H_{s}$, $m_{ss}$, and sea surface height at scales under 100 km, which may shed some light on the real importance of the various wave-current-atmosphere interactions processes. The recent analysis of satellite optical imagery by Kudryavtsev et al. [2017] has shown that current-induced variations in wave heights at these scales can be observed. Exploiting
Figure 10. Impact of currents on waves for swell (on 18 September) and local wind-generated waves (on 27 September). The ECMWF analyzed wind fields on 18 September at 6:00 UTC and 27 September at 6:00 UTC are shown in Figures 10a and 10b. Figures 10c–10e show the wave height response to currents, while Figures 10f–10h show the corresponding current fields.
the link revealed here between current and wave height variability may be a powerful way to diagnose the current variability at scales not accessible from sea level measurements.

**Appendix A: Evaluation of Wind Resolution Effects**

We have focused on the effects of currents using winds at a relatively coarse resolution. In order to evaluate the potential impact of higher-resolution winds, we have used a higher-resolution atmospheric simulation using ECMWF’s Integrated Forecasting System (IFS) using a cubic octahedral grid, as now operational, but with a 5 km resolution. This model was run in forecast mode. This wind field was used to drive our WAVEWATCH III model configuration of Drake Passage. Figure 9 shows the spectra of the wind speed and wave heights. Although the slope of the $H_s$ spectrum is much less steep than in Figure 5, the spectral level is still much lower than with the current forcing. For example, the spectral density at a wavelength of 50 km ($k = 0.02$ cycles per km) is reduced by a factor 40. It is thus unlikely that the atmospheric variability alone can explain a significant fraction of the variability of wave heights at scales of 25–100 km. However, it is well known that the waves are influenced by small-scale ocean temperature and current gradients, which were not included in these IFS runs.

**Appendix B: Different Effects of ROMS and MITgcm Currents on Wave Height Gradients**

We have run our wave model with the same winds and boundary forcing for September 2014, and applied the September 2011 MITgcm currents, and the September ROMS currents, looking at the 18 September swell event, and a nor’easter on 27 September. Figure 10 shows the corresponding winds, waves heights, and currents. The wave patterns in Figure 10c are broadly comparable to those obtained for the same day with the June ROMS currents in Figure 1a, the main differences are that the Gulf Stream and the northern ring are located further south in the MITgcm simulation, and the currents are weaker and much more variable in their along-stream direction. We also note the importance of tidal currents at entrances of bays, and banded velocity patterns in the shelf in the MITgcm simulation, which are probably associated with tidally generated internal waves.

Differences are more striking on 27 September. First of all, the intense Gulf Stream simulated by ROMS is located in the region of maximum opposing winds. Second, the smooth along-stream structures of the Gulf Stream and filaments are probably helping in focusing wave energy, with a local enhancement of wave heights that exceeds 50%. In the case of the MITgcm currents, the current gradients are not so much associated to localized sharp features.
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