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Abstract: Machine learning techniques are attractive tools to establish statistical models with a high degree of non linearity. They require a large amount of data to be trained and are therefore particularly suited to analysing remote sensing data. This work is an attempt at using advanced statistical methods of machine learning to predict the bias between Sea Surface Temperature (SST) derived from infrared remote sensing and ground “truth” from drifting buoy measurements. A large dataset of collocation between satellite SST and in situ SST is explored. Four regression models are used: Simple multi-linear regression, Least Square Shrinkage and Selection Operator (LASSO), Generalised Additive Model (GAM) and random forest. In the case of geostationary satellites for which a large number of collocations is available, results show that the random forest model is the best model to predict the systematic errors and it is computationally fast, making it a good candidate for operational processing. It is able to explain nearly 31% of the total variance of the bias (in comparison to about 24% for the multi-linear regression model).
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1. Introduction

Characterising the error associated with data, from observations or model outputs, is essential for correct use and analysis. It is, however, often a very complex problem requiring many assumptions. When large amounts of data are available, data-driven methods provide a convenient way to work around that complexity, especially for remote sensing data. Recently in this domain, authors proposed to use relevant machine learning methods (see, e.g., [1] or [2]). These methods are based on statistical models and are able to automatically solve lots of regression and/or classification problems. Here, we focus on a regression problem and we test various classical methods using linear and nonlinear assumptions.

Sea Surface Temperature (SST) is a variable which has been estimated over a long time period from infrared radiometers’ acquisitions on board satellites. It is used in many domains such as meteorological, climatic or ecosystem studies. For many of these applications it is important to know the accuracy of the data being used. This has been recognised internationally by the community of satellite SST data producers and users and a formal recommendation has been put forward by the Group for High Resolution SST (GHRSSST) in the GHRSSST Data Specification version 2.0 [3] to include Sensor-Specific Error Statistics (SSES) in distributed products.
The error is the difference between the measured SST and the true SST [4]. Systematic errors in satellite estimation of SST may have various origins [5]. One of the sources is the retrieval algorithm itself. Other sources include the calibration of the sensor which may not be accurate and contamination by sea ice, undetected clouds or atmospheric Saharan dust [6]. These effects result in inaccuracies in retrieved SST.

There is no consensus on how to derive SSES, and each data producer uses their own methodology. Methodologies are often based on regression of the error against a set of explanatory variables using a large dataset of collocations between drifting buoys and satellite retrievals. One approach, based on look-up tables (LUT) established from comparisons with in situ observations, provides discrete values of SSES. This is the case for the SSES hypercube of bias and standard deviation [7] used for observations from the Moderate Resolution Imaging Spectroradiometer (MODIS). Castro et al. [8] also proposed, for many infrared and microwave SST products, bias corrections from LUT representing bias and standard deviation dependencies on retrieval conditions such as wind speed, water vapor, view angle and SST. In Petrenko and Ignatov [9] and in Petrenko et al. [10], the SSES method is based on the segmentation of the SST domain and local regression coefficients are applied for each segment. In order to avoid possible discontinuities and noise introduced by these methods, other definitions of continuous SSES are proposed by Tandeo et al. [11] and Xu et al. [12]. A different approach is to model and propagate the uncertainties independently of in situ data [13], as used by the SST Climate Change Initiative [14].

The objective of this study is to make a first evaluation of the potential of advanced statistical methods of machine learning to model and predict the bias between satellite derived SST products and drifting buoy measurements, considered to be ground truth.

This study is based on a large data set of collocations between satellite and in situ measurements, described in Section 2. The methods are explained in Section 3 and interpretation of the results are presented in Section 4. Discussion and conclusion are in Section 5.

2. Data

The Spinning Enhanced Visible and Infrared Imager (SEVIRI) on board the Geostationary satellite Meteosat Second Generation (MSG) operates in the thermal infrared channels, enabling SST retrieval. Hourly SST products are computed operationally at the Centre de Météorologie Spatiale (CMS) in the framework of the EUMETSAT Ocean and Sea Ice (OSI SAF) project. The basis of SST retrieval is a split-window algorithm using the 10.8 and 12 µm channels. A complete description of the retrieval methodology can be found in Le Borgne et al. [15].

As part of the operational processing of MSG data, SST products are created as well as a Match-up DataSet (MDS) by collocating satellite information and in situ measurements (drifting buoys) collected from the Global Telecommunication System with a 5 days delay to ensure sufficient coverage. A satellite match-up is searched for within ±1 hour and information is extracted for a 5 × 5 pixel box around the position of the measurements. The MDS includes satellite SST but also includes some other variables used in the SST processing such as Numerical Weather Prediction (NWP) model output (e.g., total atmospheric content of water vapour) and level 1 SEVIRI brightness temperature in the channels of interest for SST retrieval.

Thereafter, only night-time data are used to minimize the difference between skin SST retrieved by infrared sensors like SEVIRI and bulk SST measured by drifting buoys. The quality level (QL) is a confidence indicator designed to help users filter out data that are not sufficiently good for their application. As per recommendations formulated in the Product User Manual [16] only data with a higher QL are considered (3, 4 or 5) because for QL < 3 the SST retrieved is likely to be contaminated by undetected clouds.
The MDS used in this work covers two years (August 2013–July 2015) and contains 485,600 match-ups. The period from August 2013 to July 2014 is used as the learning sample (with 249,318 match-ups) to train the statistical models and the other period from August 2014 to July 2015 is used as test sample (with 236,282 match-ups) to validate statistical models.

Infrared sensors are sensitive to the skin temperature of the sea, whereas drifting buoy measurements are taken at a depth of between 20 to 30 cm which can lead to significant differences [17]. However, since this study focuses on night-time data only, it is expected that these differences are small and therefore we make the assumption that the drifting buoy measurements constitute the sea truth. The accuracy of SEVIRI SST, $\Delta_{SST}$, is therefore defined as:

$$\Delta_{SST} = SST_{sat} - SST_{buoys}$$

where $SST_{sat}$ is the SST estimation given in SEVIRI products and $SST_{buoys}$ is the temperature measured by drifting buoys.

Figure 1a shows the spatial distribution of $\Delta_{SST}$ averaged over the training dataset for $5 \times 5^\circ$ boxes and Figure 1b represents the number of data points in each box. A strong negative bias is noticeable in the intertropical zone, primarily due to the high atmospheric water vapour content in this region [18], and secondarily due to the presence of Saharan dust in the atmosphere [6]. On the other hand positive biases are observed in the southern hemisphere and around the Mediterranean Sea due to the drier atmosphere. Note that due to both cloud coverage and geographical distribution of drifting buoys, the spatial distribution of the match-ups is not homogeneous at all, as shown by Figure 1b.
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**Figure 1.** Training dataset (August 2013–July 2014, 249,318 match-ups): (a) mean difference between satellite and drifting buoys ($\Delta_{SST}$); (b) number of match-ups.

In this work, we use ten variables to model the bias in satellite-derived SST. These are listed in Table 1. Atmospheric water vapour is the primary cause of error in SST retrieval algorithms and therefore the integrated water vapour from the ECMWF model is one of the most important variables to model the bias between satellite and in situ SST. The differences between the 3.9 and the 8.7 $\mu$m channels and between the 10.8 and the 12.0 $\mu$m channels provides information on the presence of atmospheric Saharan dust [6] which can strongly affect the quality of the retrieval. These differences are averaged over $5 \times 5$ pixel boxes (of the MDS) in order to smooth out the effect of radiometric noise. Despite the
fact that this study focuses only on night-time data, it is important to include the wind speed and solar zenith angle to take into account possible residual diurnal warming effects at the beginning of the night. The number of valid (clear sky) pixels in the $5 \times 5$ pixel boxes is also used as it provides information on the level of cloudiness around the central pixel. Additionally, the standard deviation of SST in the boxes is also informative of the spatial variability (presence of thermal fronts) which may be a source of error in satellite to in situ comparison. Finally the SST is also used as a model input variable in order to account for SST dependent error in the algorithm. Since the algorithm is calibrated on a global scale, it may indeed show weaknesses for retrieving extreme temperatures (low or high).

Note that all this information is available without delay. This would allow an online statistical model to produce SST error in real time so long as the model is already trained.

### Table 1. Description of the Match-up DataSet (MDS) ancillary variables.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude</td>
<td>Latitude of in situ measurements</td>
</tr>
<tr>
<td>Wind speed</td>
<td>Near surface wind speed (ECMWF)</td>
</tr>
<tr>
<td>Solar zenith angle</td>
<td>Angle between zenith and sun position</td>
</tr>
<tr>
<td>Satellite zenith angle</td>
<td>Angle between zenith and satellite position</td>
</tr>
<tr>
<td>Integrated water vapour</td>
<td>Integrated water vapour in the atmosphere (ECMWF)</td>
</tr>
<tr>
<td>IR$<em>{039}$ – IR$</em>{087}$</td>
<td>Difference between channel $3.9 \mu m$ and $8.7 \mu m$ averaged in $5 \times 5$ pixels box</td>
</tr>
<tr>
<td>IR$<em>{108}$ – IR$</em>{120}$</td>
<td>Difference between channel $10.8 \mu m$ and $12.0 \mu m$ averaged in $5 \times 5$ pixels box</td>
</tr>
<tr>
<td>Number of valid pixels</td>
<td>Number of valid retrievals (quality level 3, 4 or 5) in $5 \times 5$ pixels box</td>
</tr>
<tr>
<td>SST STD</td>
<td>Standard deviation of SST in $5 \times 5$ pixels box</td>
</tr>
<tr>
<td>SST</td>
<td>SST retrieved from SEVIRI</td>
</tr>
</tbody>
</table>

### 3. Methods

The goal of this study is to estimate $\Delta$SST defined in Equation (1) in order to operationally adjust SST$_{sat}$ measurements. This will be achieved by modelling the impact of simultaneous covariates presented in Table 1 and denoted as $\{X_i, i = 1, \ldots, p\}$. The relationship between $\Delta$SST and covariates can be either nonlinear as for the latitude between $20^\circ$N and $60^\circ$N (Figure 2a) or linear with a negative slope (Figure 2b) for the integrated water vapour. Note that nonlinear interactions of covariates can also be detected (not shown). In this paper, we compare 4 regression models classically used in machine learning. They are described below.

- The first model used is a simple linear regression expressed as

$$
\Delta \text{SST} = \alpha_0 + \sum_{i=1}^{p} \alpha_i X_i + \sum_{i=1}^{p} \sum_{j=1}^{p} \alpha_{i,j} X_i X_j
$$

where the $\alpha$ parameters correspond to the intercept, the linear and quadratic effects of covariates, and interactions between covariates.

- The second model, LASSO (Least Absolute Shrinkage and Selection Operator, see Tibshirani et al. [19]), is similar to the first one, except with a sparsity constraint on the $\alpha$ parameters. Thus, it is a subversion of Equation (2), where some of the $\alpha$ values are null. The LASSO model is based on a numerical optimization to find the alpha parameters that minimize the following expression:

$$
\min_{\alpha} \frac{1}{2N} \sum_{i=1}^{N} ||\Delta \text{SST} - \alpha_0 + \sum_{i=1}^{p} \alpha_i X_i + \sum_{i=1}^{p} \sum_{j=1}^{p} \alpha_{i,j} X_i X_j||^2 + \lambda \sum_{i=1}^{p} |\alpha_i|
$$
where $N$ corresponds to the number of training samples used to learn the model, $P = 1 + p + p^2$ is the total number of alpha parameters and $\lambda$ is estimated by cross validation.

- The third model, GAM (Generalized Additive Model, see Hastie et al. [20]), uses nonlinear functions to model the impact of the covariates such as

$$\Delta \text{SST} = a_0 + \sum_{i=1}^{P} f_i(X_i) + \sum_{i=1}^{P} \sum_{j=1}^{P} f_{ij}(X_i X_j)$$

(4)

where functions $f_i$ and $f_{ij}$ are adjusted using local linear regressions, as in Figure 2a,b.

- The last model, random forest (see Breiman et al. [21]), applies $N$ random samplings with replacement such as

$$\Delta \text{SST} = \frac{1}{N} \sum_{i=1}^{N} t_i(X_1, \ldots, X_p)$$

(5)

where $t_i$ are the different regression trees (see Breiman et al. [22]). A tree is based on simple decision criteria on the $X$ covariates such as: if $X < \text{threshold}$ then $\Delta \text{SST} = \text{value1}$ else $\Delta \text{SST} = \text{value2}$. The threshold value is learned from the data, maximizing the difference between value1 and value2. Then, we recursively split the dataset in 2 leaves at each node of the tree. In this paper, we use trees with a maximum of 1000 nodes and the forest is based on 100 trees.
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**Figure 2.** Density scatterplot of $\Delta \text{SST}$ as function of (a) latitude and (b) integrated water vapour fitted using linear and nonlinear (lowess) regressions.

Hereinafter, the statistical estimates of $\Delta \text{SST}$ proposed by the presented 4 models will be denoted by $\Delta \hat{\text{SST}}$. In order to select the best model we use the adjusted $R^2$ (denoted as $R_{adj}^2$) which is negatively impacted by the number of parameters in the model and the Root Mean Square Error (RMSE). The $R_{adj}^2$ is given by the following equation:

$$R_{adj}^2 = 1 - \frac{\sum_{i=1}^{N} ||\Delta \text{SST} - \Delta \hat{\text{SST}}||^2}{\sum_{i=1}^{N} ||\Delta \text{SST} - \overline{\Delta \text{SST}}||^2} \frac{N - 1}{N - P - 1}$$

(6)

where $\Delta \hat{\text{SST}}$ corresponds to the estimations given by one of the 4 models presented above and $\Delta \overline{\text{SST}}$ the mean value computed with the $N$ training samples. The use of the adjusted $R_{adj}^2$ enables a model to be found with a good fit and a low number of parameters to avoid over-fitting.

4. Results

Using the training dataset (249,318 match-ups) the four regression models presented above are determined. These models are then applied to the test sample (236,282 match-ups) to predict the bias in
the satellite estimate of SST (Equation (1)). The performance of each model is assessed using $R^2_{adj}$ and RMSE. Results are presented in Table 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2_{adj}$</th>
<th>RMSE (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>24.65%</td>
<td>0.576</td>
</tr>
<tr>
<td>LASSO</td>
<td>24.43%</td>
<td>0.576</td>
</tr>
<tr>
<td>GAM</td>
<td>28.44%</td>
<td>0.562</td>
</tr>
<tr>
<td>Random Forest</td>
<td>30.96%</td>
<td>0.554</td>
</tr>
</tbody>
</table>

These results show that the link between $\Delta$SST and $X$ covariates is clearly nonlinear. Indeed, $R^2_{adj}$ of GAM and random forest are 4 and 6% better than linear regression (30.96% and 28.44% against 24.65%). LASSO results are very similar to linear regression. The RMSE of nonlinear models are also improved in comparison to linear models.

We denote corrected SST$_{corr}$ as the satellite SST to which the predicted bias has been removed: $\text{SST}_{corr} = \text{SST}_{sat} - \hat{\Delta}$SST, and we compare the corrected SST to in situ SST. Figure 3 illustrate the zonal performances of the four models on the test sample (August 2014 to July 2015) in comparison with uncorrected SST difference (in black line). All four models are able to reduce the strong negative bias between 5°S and 35°N. Linear regression and LASSO models both over estimate the bias around 5°S and amplify it North of 50°N. On the contrary GAM and random forest give better results consistently. At high latitude (where fewer match-ups are available) the random forest estimates the bias more accurately than the GAM model.

Figure 3. $\Delta$SST = SST$_{sat}$ – SST$_{buoys}$ (black line) and $\Delta$SST$_{corr}$ = SST$_{corr}$ – SST$_{buoys}$ (red line) averaged per latitude bins of 5° for linear regression, Least Square Shrinkage and Selection Operator (LASSO), Generalised Additive Model (GAM) and random forest models (from left to right) for the test sample. Far right plot shows the number of match-ups for each latitude bin.

In the following development we focus on the random forest model because it gives better results and is faster to apply (once trained) than the GAM procedure, making it a better choice for operational applications.

The global mean and standard deviation of $\Delta$SST for the test dataset (August 2014 to July 2015) before correction are equal to $-0.082$ and $0.664$ K respectively, and after correction they are reduced to $-0.071$ and $0.547$ K respectively. This improvement of the standard deviation can be visualized using...
Figure 4 which represents the probability density functions of $\Delta SST$ and $\Delta \hat{SST}$: when the predicted bias is applied the distribution is narrower and more Gaussian.

Figure 4. Histograms of $\Delta SST = SSTSAT - SSBuoys$ (black line) and $\Delta \hat{SST} = SSTcorr - SSBuoys$ with correction by random forest model on test sample (red line).

Figure 5 shows the geographical distribution of the mean and standard deviation of the difference between $SSTSAT$ and $SSBuoys$ (Figure 5a,b respectively) and between $SSTcorr$ and $SSBuoys$ (Figure 5c,d respectively). Comparison of Figure 5a,c illustrate the overall reduction in the bias after subtracting the predicted bias to the satellite SST. The standard deviation is also reduced (Figure 5b,d) but high values are still observed in a number of regions. For instance, around the coast of West Africa, in the Mediterranean Sea and in the Red Sea: these regions are subject to atmospheric mineral dust events occurring only during a few months every year. High standard deviation is also visible in the Gulf Stream region and south of South Africa where strong SST gradients are observed.

Here we focus on a case study: the random forest model is applied to a satellite scene (30 April 2015 at 12 a.m., see Figure 6). This scene is composed of 792 408 clear-sky pixels (QL>2). This scene was chosen because it corresponds to a large event of Saharan dust visible on Figure 6c which represents the Saharan Dust Index (SDI, a dimensionless quantity correlated to the concentration of mineral dust particles, [6]). SDI above 0.1 indicates an amount of mineral dust particles in the atmosphere that significantly affect SST retrieval. Figure 6a,b show the integrated water vapour content and the wind speed at 10m from ECMWF NWP respectively. The predicted error from the random forest model is shown in Figure 6d.
Large scale features in the predicted error can be visually correlated to atmospheric features. The predicted error is largely negative where the atmosphere is humid (integrated water vapour above $4.5 \text{ g cm}^{-2}$) in combination with high a SDI (of the order of 0.3 or above): this is the case around the Southern coast of West Africa. On the other hand, positive errors occur when the atmosphere is drier than average (integrated water vapour below $3 \text{ g cm}^{-2}$) in combination with low SDI values (below 0.2): this is the case off the coast of Brazil where a south eastward thong of drier atmosphere leads to positive predicted error. It is interesting to note that where there is a combination of dry atmosphere and higher than normal SDI, the predicted error is often positive: this is the case in the Mediterranean Sea and off the coast of Namibia. There is no visible correlation between predicted error and wind speed, which is not altogether surprising since at 12 am residual diurnal warming would be minimal (and probably only observed in the western part of the domain).
5. Discussion and Conclusions

The Match-up Data Set (MDS) of Météo-France Centre de Météorologie Spatiale (CMS) which collocates satellite and in situ Sea Surface Temperature (SST) measurements has been used to define statistical models of SST bias ($\Delta$SST predicted by a model) for the Spinning Enhanced Visible and Infrared Imager (SEVIRI) sensor on-board Meteosat Second Generation (MSG) geostationary satellite. Linear regression, LASSO, GAM and the random forest model were used to fit $\Delta$SST using the information of ten covariates.

It was shown that the nonlinear models (GAM and random forest) perform better in predicting the bias of satellite SST retrieval than linear models. They clearly manage to reduce the zonal biases associated with high water vapour content.

The random forest model was preferred over the GAM because of its slightly better results but mostly because it is quicker to run once the model has been trained making it a better choice for operational application. The random forest has then been studied further and applied on a study case (one 15-min of acquisition of the SEVIRI instrument).
Ocean and Sea Ice Satellite Application Facility (OSI SAF) operational processing of SST performed at CMS uses a very basic principle to derive SST bias: a MDS is used to compute the bias per quality level. The bias is then attributed to each pixel according to its respective quality level. This method provides discrete fields of bias which are to be avoided according to the Group for High Resolution SST (GHRSST) Data Specification version 2.0 [3]. Above all this method provides a $R^2_{adj}$ equals to 16.74 %, so a statistical model like random forest, with a $R^2_{adj}$ equals to 30.96 %, is twice as efficient in capturing the variance of the error and would therefore be a valuable update to the processing chain.

The main limitation of the use of statistical models to predict the error in SST retrieval is scarcity of the in situ data. Despite the large number of match-ups some areas or phenomena are not sampled sufficiently to have a significant impact on the model. This can be seen when comparing Figure 5a,c. The model is well able to estimate the bias in the satellite retrieval at large spatial scales, which is largely due to the inability of the SST algorithm to cope with a varying atmosphere. However the high standard deviations in localised areas on Figure 5d may suggest that the model does not fully capture the spatial variability of the error.

Currently, the methodology has been proven successful in predicting bias in SST derived from a geostationary satellite which provides a large number of collocations with in situ data due to high temporal resolution of acquisitions (15 min). Although no test has been done on the minimum size of MDS required to train the random forest model, it is anticipated that for polar orbiting satellites a longer period would be needed. This is certainly a limitation associated with data-driven methodologies.

The large amount of data required to train the random forest model properly, means that an accurate model cannot be built to estimate the SST error in the first few month of the life of a satellite because too few match-ups are available. This is certainly true for polar orbiting satellite which do not provide as many match-ups as geostationary satellite. A temporary model could be built even prior to the launch of a satellite by using radiative transfer simulations of brightness temperature to train the model and updated later when sufficient in situ match-ups become available.

More work could be done to assess the random forest performance during daytime or to determine whether inclusion of simulations of brightness temperature as a covariate would be beneficial. Nevertheless, advanced statistical models such as random forest are promising for evaluation of the systematic error in SST retrieval from space with respect to in situ measurements. It is worth noting that these techniques may be applied in many other remote sensing contexts as long as large match-up datasets are available.
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