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Supporting information 2. The random forest algorithm.

The random forest algorithm with categorical response variable 

A random forest is based on the classification and regression tree (CART) algorithm (figure 1), 
where a tree is constructed by recursively splitting the dataset into two subsets (Breiman (2003)). 
Starting from the root node that contains all the data, the splitting process stops when the terminal 
nodes are homogeneous, i.e. they contain only one class of data. To split the data at each node, all 
the predictor variables are tested individually and the couple [predictor , splitting value] that 
provides the two most homogeneous subsets with respect to the response variable is selected 
(Prasad, Iverson, and Liaw (2006)). Once the tree is fully grown, it can be pruned as in the CART 
algorithm, although this step is skipped to construct a random forest (Breiman (2003)). 

Classification trees are unstable predictors, being very sensitive to small changes in the dataset 
(Breiman (1996)). To improve the accuracy of prediction, the random forest algorithm adds two 
levels of randomization in the construction of the trees (Breiman (2001)). Firstly at each node, a 
subset of variables is randomly selected to split the data. Secondly, several trees are grown from 
bootstrap samples of the dataset, where a bootstrap sample is constructed by randomly selecting 
data with replacement from the training (original) dataset. The dataset created in this way is of the 
same size as the training dataset, but it contains replicates while other data are missing (Breiman 
(1996)). All the trees are then aggregated for prediction, a method called “bagging” for bootstrap 
aggregating (Breiman (1996)). The strength of the random forest algorithm lies in the aggregation 
(bagging) of non-correlated (double randomization) unstable predictors (classification trees), to 
improve the accuracy of prediction (Breiman (2001)). The use of numerous trees in the forest 
ensures a stabilization of the results, as shown by the convergence of the error of prediction 



(Breiman (2001)).

Once the model is built based on the training dataset, the class for new unlabelled data can be 
predicted. To do so, the model put the data down all the trees of the forest to get as many predicted 
classes as there are trees. These predictions are then aggregated, and the final result (one predicted 
class for this new unlabelled data) is chosen from a majority vote (Breiman (2003)). 

Figure 1: Random forest algorithm for classification. Based on the classification and regression tree 
algorithm, random forest adds two levels of randomness: (i) at each node a subset of the predictor 
variables is randomly selected to split the data, (ii) several trees are grown on bootstrap samples of 
the original dataset. The parameter «mtry» sets the number of variables to be selected at each node 
from the pool of predictors, and the parameter «ntree» sets the number of trees to be grown. The 
out-of-bag data created at each bootstrap are used to estimate the error of the model.



Parameters 

The random forest algorithm requires two parameters to be set. 

The parameter «ntree» (number of trees to be grown) must be large enough for the results to 
converge (Breiman (2003)). The convergence of the algorithm can be checked by looking at the 
decrease of the OOB error rate with the increase of the number of trees grown.

The parameter «mtry» (number of predictor variables to be randomly selected at each node) must be
large enough to minimize the error rate for each tree, but small enough to minimize the correlation 
between trees. To set this parameter, a nested cross-validation procedure can be used, as proposed 
by Svetnik et al. (2004) and implemented in the function «rfcv» in the «randomForest» package 
(Liaw et al. (2014)). 

Imbalanced data 

Data in ecology are often imbalanced, meaning some classes (or behaviours) are observed more 
often than others. To deal with these data and increase the prediction accuracy for the rare classes, 
the ”balanced random forest” (Chen, Liaw, and Breiman (2004)) can be used. This procedure down 
samples the abundant classes: data are independently sampled from each class using a bootstrap 
process (random selection with replacement) to reach the size of the rare class. All the classes are 
then represented with the same number of cases to grow each tree. 

Intrinsic estimation of error 

The random forest algorithm provides an internal measure of error, from the bootstrapping process 
(Breiman (2003)). At each bootstrap step, the data that were not included to grow the tree, or out-of 
bag (OOB) data, are put down this given tree to get a predicted class. At the end of the entire 
process, each data point gets a number of predictions (for as many times as they were left out from 
the bootstrap), and the final predicted class is chosen based on a voting process. The predicted 
classes for all the data points are then compared to the real classes to get an error rate, either global 
or for each class. This measure is called the OOB estimate of error rate (Breiman (2003)).

Variable importance 

In addition to a measure of error, the OOB data provide an estimate of the importance of predictor 
variables (Breiman (2003)). To do so, the same process as for the measure of the error rate is 
followed, except that all the values for the variable to be tested are randomly permuted before the 
OOB data is put down the tree. The difference between the accuracy measured using the original 
OOB data and using the data with randomized predictor values is then calculated (the larger the 
difference is, the more important the variable was for prediction). At the end of the entire process, 
the differences in accuracy calculated at each tree for a given variable are averaged and normalized 
by dividing them with the standard deviation so the measure can be compared among the various 
variables (Liaw and Wiener (2002)). If all predictor variables are continuous, this measure is 
assured to be unbiased (Strobl et al. (2007)).
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