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ABSTRACT

The Romanche Fracture Zone is a major gap in the Mid-Atlantic Ridge at the equator, which is deep enough
to allow significant eastward flows of Antarctic Bottom Water from the Brazil Basin to the Sierra Leone and
Guinea Abyssal Plains. While flowing through the Romanche Fracture Zone, bottom-water properties are strongly
modified due to intense vertical mixing. The diapycnal mixing coefficient in the bottom water of the Romanche
Fracture Zone is estimated by using the finestructure of CTD profiles, the microstructure of high-resolution
profiler data, and by constructing a heat budget from current meter data.

The finestructure of density profiles is described using the Thorpe scales LT. It is shown from microstructure
data taken in the bottom water that the Ozmidov scale LO is related to LT by the linear relationship LO 5 0.95LT,
similar to other studies, which allows an estimate of the diapycnal mixing coefficient using the Osborn relation.
The Thorpe scale and the diapycnal mixing coefficient estimates show enhanced mixing downstream (eastward)
of the main sill of the Romanche Fracture Zone. In this region, a mean diapycnal mixing coefficient of about
1000 3 1024 m2 s21 is found for the bottom water.

Estimates of cross-isothermal mixing coefficient derived from the heat budgets constructed downstream of
the current meter arrays deployed in the Romanche Fracture Zone and the nearby Chain Fracture Zone are in
agreement with the finestructure estimates of the diapycnal mixing coefficient within the Romanche Fracture
Zone. Although the two fracture zones occupy only 0.4% of the area covered by the Sierra Leone and Guinea
Abyssal Plains, the diffusive heat fluxes across the 1.48C isotherm in the Romanche and Chain Fracture Zones
are half that found over the abyssal plains across the 1.88C isotherm, emphasizing the role of these passages
for bottom-water property modifications.

1. Introduction

The densest water masses formed at high latitudes
during cold winters spread into the equatorial Atlantic
Ocean where they mix and upwell. The Lower North
Atlantic Deep Water (LNADW), found around 3600–
4000 m, comes from the Norwegian–Greenland Seas
and is marked by relatively high salinity, oxygen, and
freon concentrations. The Antarctic Bottom Water
(AABW), which lies below the LNADW down to the
seafloor, originates around Antarctica and is character-
ized by low potential temperature and salinity and high
silicate concentration. As the AABW flows away from
its formation region, it is severely constrained by bathy-
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metric features such as ridges, valleys, or fracture zones.
In the South Atlantic Ocean, the Walvis Ridge near 258S
prevents the northward spreading of the AABW in the
eastern trough (Warren and Speer 1991). Hence, it is
confined to the western basin, and interbasin exchanges
can only occur through fracture zones in the Mid-At-
lantic Ridge.

The Romanche Fracture Zone (RFZ), which crosses
the equator, and the Chain Fracture Zone (CFZ), located
near 18S (Fig. 1), are pathways through the Mid-Atlantic
Ridge for the LNADW and the AABW. The role of
these two major transform faults is emphasized in Man-
tyla and Reid (1983, their Figs. 2b and 2c), who show
a relatively cold and fresh tongue of AABW crossing
the Mid-Atlantic Ridge at the equator. They also reveal
an abrupt warming and salinification of AABW as it
penetrates eastward toward the abyssal plains. In order
to quantify the importance of these two passages for the
deep and bottom water circulations and water mass
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FIG. 1. Bathymetric map of the equatorial Atlantic Ocean from ETOPO5 Atlas. Locations of the Romanche Fracture Zone (RFZ), the
Chain Fracture Zone (CFZ), the Sierra Leone Abyssal Plain (SLAP), and the Guinea Abyssal Plain (GAP) are indicated.

FIG. 2. Potential temperature (8C) section along the RFZ valley
(adapted from Mercier and Morin 1997).

transformations, a series of cruises was organized as
part of the Deep Basin Experiment (DBE) of the World
Ocean Circulation Experiment (WOCE).

Hydrographic and multibeam echo sounder bathy-
metric data obtained on these cruises permitted the iden-
tification of the pathways for bottom water across the
Mid-Atlantic Ridge at the equator and revealed large
property changes of the AABW and LNADW during

their eastward transit through the RFZ and CFZ (Mercier
et al. 1994; Mercier and Morin 1997). The near-bottom
potential temperature increases by 0.58C over 250 km
as the AABW flows eastward in the RFZ, from the
current meter sill to the northern exit leading to the
Sierra Leone Abyssal Plain (Fig. 2). Mercier et al.
(1994) explained such a large warming by both the
blocking of the densest AABW by the sills and by tur-
bulent mixing occuring downstream of the main sill. To
emphasize how intense the modifications of the AABW
properties are in the RFZ, note that the AABW expe-
riences a similar increase in bottom temperature in its
1500 km northward traverse of the Brazil Basin (Man-
tyla and Reid 1983). Mercier and Morin (1997) con-
cluded that an intense vertical mixing Kr could extend
to 500 m above the bottom downstream of the main sill
and was responsible for the modification of the AABW.
Polzin et al. (1996) deduced a mean Kr from micro-
structure data of 150 3 1024 m2 s21 below 4000 m
downstream of the main sill and identified strong bottom
vertical shears as a possible source of turbulence as well
as hydraulic jumps associated with hydraulic control.

In a thermodynamic steady state, closure of the ther-
mohaline circulation is accomplished by vertical mixing
and upwelling. The intensity of the mixing, its geo-
graphical distribution, and causal physical mechanisms
have been subjects of much speculation. Recent direct
estimates of turbulent dissipation suggest 1) vigorous
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mixing in close proximity to the rough bathymetry of
midocean ridges, which is associated with internal wave
breaking and supported by a locally enhanced internal
wave field (Polzin et al. 1997), and 2) much more in-
tense mixing associated with the instability of strongly
sheared flows within constrained passages (Polzin et al.
1996). Since the vertical distribution of turbulent dis-
sipation is directly related to the diapycnal velocity field
through the diapycnal advection/diffusion balance, the
distinction between these two mechanisms has impor-
tant consequences for an enclosed basin.

This paper is organized as follows. Section 2 de-
scribes the dataset composed of conductivity–temper-
ature–depth (CTD) profiles, high-resolution profiler
(HRP, Schmitt et al. 1988) casts, and two-year-long cur-
rent–temperature meter measurements taken in the RFZ
and CFZ. Section 3 presents the length scale statistics,
namely the Ozmidov scale (Ozmidov 1965) computed
from the HRP data, and the Thorpe scale (Thorpe 1977)
from the CTD and HRP casts documenting the intensity,
the spatial structure, and the characteristics of the tur-
bulence. It is shown that the largest Thorpe scales are
found downstream of the main sill where the warming
of the AABW is the largest. The relation between the
Ozmidov scale and the Thorpe scale for our dataset is
similar to previous studies. It has allowed us to estimate
turbulent kinetic energy dissipation rates from finescale
CTD and HRP profiles. This study emphasizes how
CTD finescale vertical profiles may be used to study the
finestructure and to infer microstructure information
(dissipation). In section 4, we estimate the vertical mix-
ing coefficient Kr using two different approaches. First,
we use the finestructure (Thorpe scales) of CTD profiles
in order to calculate Kr and its local vertical structure.
The largest Kr of order 1000 3 1024 m2 s21 over a
1000-m layer depth are found at the exit of the RFZ.
Then, integral mixing coefficients are inferred from a
balance between current–temperature meter-derived ad-
vective heat fluxes and diffusive heat fluxes. Compar-
isons between the local and the integral estimates of the
mixing show that diffusive heat fluxes are of the same
order of magnitude in the known location of the mixing.
The conclusion follows in section 5, and an appendix
sets out the algorithm developed for the calculation of
the Thorpe scales.

2. The data

A series of cruises in the equatorial fracture zones
was made as part of the French Romanche programme,
led by the Laboratoire de Physique des Océans (LPO),
and of a companion project, Romanche Mélange (Ro-
mel), organized by the Woods Hole Oceanographic In-
stitution and LPO. In August 1991, the Romanche 1
cruise (Mercier et al. 1992) explored the bathymetry
and the hydrography of the RFZ and the CFZ. The re-
sults were a high-resolution bathymetric map (A. Ber-
nard and H. Mercier 1996, personal communication) and

a collection of CTD casts distributed over the RFZ and
CFZ (Fig. 3). In November 1992 during the Romanche
2 cruise (Mercier et al. 1995), four current meter moor-
ings were deployed in the RFZ and four in the CFZ in
order to quantify the AABW transport through each
passage. Two years later, in November 1994 during the
Romanche 3 cruise (Mercier et al. 1997), the moorings
were successfully recovered, and CTD casts reexplored
some areas of the fracture zones. The Romel cruise oc-
cured three weeks after Romanche 3. The focus was the
vertical mixing within the fracture zones from CTD
(tow-yos and yo-yos) and HRP stations that have been
principally made at two locations (Fig. 3): the current
meter mooring deployment region and the northern exit
region. The Romanche 1 data suggested that strong mix-
ing was occuring at the northern exit region. During
Romanche 1, the CTD casts were made using a Neil
Brown MKIII CTD operating at 32 Hz. During Ro-
manche 3 and Romel, a Seabird Sealogger CTD (8-Hz
sampling rate) was used. Moorings were equipped with
RCM5 and RCM8 Aanderaa temperature and current
meters.

3. The finestructure and microstructure of CTD
data

Two length scales are often used to study the fine-
structure (i.e., structures of the order of 1 m) and mi-
crostructure (i.e., structures of the order of 1 cm) of
oceanic and atmospheric data.

The first is the Ozmidov scale (LO) (Ozmidov 1965):

LO 5 e1/2N23/2, (1)

where e is the dissipation rate of turbulent kinetic en-
ergy, or the rate of energy transfer from large (fine-
structure) scales to small (microstructure) scales, and N
is the Brunt–Väisälä or buoyancy frequency. From an
energetic point of view, LO corresponds, in a statistical
mean, to the vertical distance l a parcel of fluid will
move if it converts all its kinetic energy (proportional
to the square of the turbulent vertical velocity, w2) into
potential energy (proportional to N 2l2). (This can be
easily shown, remembering that e is proportional to w3/l,
e.g., Gargett 1994). Thus, LO is the maximum over-
turning length scale permitted in a stratified fluid.

The second scale is the Thorpe scale LT (Thorpe
1977): LT is a measure of the vertical length scale of
density inversions that, in a stratified fluid, are associ-
ated with gravitational instabilities.

In order to estimate LT from data taken in freshwater,
Thorpe (1977) proposed to order adiabatically a vertical
profile of temperature containing small temperature in-
versions in order to construct a stable profile (i.e., one
in which there is no available potential energy). The
difference in positions of each fluid parcel between the
initial and the ordered profiles gives nonzero displace-
ments where instabilities exist in the measured profile.
The Thorpe scale is then calculated as the root-mean-
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FIG. 3. High-resolution bathymetric map of the RFZ from multibeam sounder (Mercier et al. 1994). Selected CTD stations occupied during
Romanche 1 are indicated (V) as well as the two regions of intense CTD sampling during the Romel expedition. The main sill of the RFZ,
near 4350 m, is located at station 20.

square (rms) value of the displacements for each un-
stable structure. That is, to each turbulent patch corre-
sponds a typical constant displacement (positive definite
as a consequence of the use of the rms), that is char-
acteristic of the overturn vertical length scale.

In the next section, we present estimates of the Thorpe
scales obtained from the CTD data. In addition, we use
the HRP data to show that, for the bottom water, LT is
linearly related to LO.

a. Statistical estimates of Thorpe scales

The appendix details the algorithm used for estimat-
ing LT and compares the result it gives to other methods.
The method takes into account the instrumental noise
that contaminates the measurements, an important con-
sideration when stratification is weak. The Thorpe scale
that can be resolved depends on the sampling rate and
noise level of the instrument. In our case, we use CTD
data that were previously filtered and subsampled to 1
dbar to attenuate high-frequency noise. Hence, we can-
not hope to resolve gravitational overturns smaller than
2 dbar or Thorpe scales LT less than LTmin 5 1 dbar. As
we are sampling a region of strong mixing, this instru-
mental limitation is of no consequence for the data in-
terpretation. The use of a CTD probe was sufficient to
resolve the main instabilities, but note that LT 5 0 does
not necessarily imply that there is no overturn, but that

we do not have a sufficient resolution to infer the ex-
istence of an overturn.

During the Romel experiment, CTD casts were done
extensively in two regions: The first one falls between
the current meter sill and the first adjoining downstream
basin and will be referred to as the current meter region;
this region extends from station 30 to station 27 in Fig.
3. The second region, referred to as the northern exit
region, begins at the seamount following station 61 and
extends down to the adjacent basin where station 60 is
located (Fig. 3). At the current meter region, a total of
22 CTD profiles, either down- or upcasts, were used for
the Thorpe-scale calculation, whereas 34 profiles were
used at the northern exit region. The Thorpe scales were
computed for each station both from temperature and
density profiles. This was done in order to compare both
approaches, with the hope of validating calculations
made with temperature. For each region, individual
Thorpe scale profiles were averaged as a function of
temperature (density) when the Thorpe scale calculation
is based on temperature (density) profiles (Figs. 4 and
5). Note that the averaging process can result in aver-
aged Thorpe scales smaller than LTmin. This averaging
method removes the effect produced by vertical advec-
tion downstream of a sill, which tends to spread and
lower the intensity of Thorpe scales when depth or pres-
sure averaging is taken. This same effect produced by
the internal waves is also avoided.
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FIG. 4. (a) Thorpe scales (dbar) at the current meter region obtained as an average over 22 casts presented
as a function of temperature. (b) Thorpe scale (dbar) at the northern exit region obtained as an average over
34 casts presented as a function of temperature. Dark gray is associated with the minimum noise d 5
0.0018C, while light gray curve corresponds with four times this noise. Casts were collected during the
Romel expedition.

As the calculated Thorpe scales might be sensitive to
the choice of the instrumental noise level (see appendix
for the definition of the noise), we show the results
obtained for the current meter and northern exit regions
using a noise of 0.0018C in temperature (dark gray, Fig.
4) and of 0.001 kg m23 in density (dark gray, Fig. 5)
as well as using four times these values (light gray, Figs.
4 and 5). The noise level for temperature was chosen
according to specifications given by SEABIRD Inc.
(1995, personal communication). Noise in density is
dominated by the noise of the conductivity cell (a dT
5 1023 8C is, in terms of density, equal to a dr 5 2 3
1024 kg m23 for bottom waters), and 0.001 kg m23 is a
lower bound (A. Billant 1995, personal communica-
tion). Thorpe scales are also presented by temperature
and density classes in Table 1.

Thorpe scales were also calculated from six HRP tem-
perature profiles taken at the northern exit with a noise
of 0.0018C (Fig. 6). The HRP profiles are few and were
not taken exactly at the same location as the CTD pro-
files used in Figs. 4 and 5. However, Thorpe scales
calculated from HRP and CTD data (i.e., from two dif-
ferent sensors) are similar, which indicates that our
choice of the temperature noise is reasonable.

Vertical profiles of LT indicate near statically stable
conditions at the current meter sill (Fig. 4a) for tem-

peratures from 3.58 to 1.98C. The averaged Thorpe scale
over this range of temperature is 0.07 dbar for the lowest
noise level (Table 1). Between 1.98 and 0.98C, overturns
are slightly more numerous and intense. The mean value
of LT over the layer is 0.6 dbar. The layer whose tem-
perature is colder than 0.98C is more turbulent. Here,
the Thorpe scale is 4.3 dbar. The results obtained for
the northern exit region are dramatically different except
for the 3.48–28C temperature class, which also presents
weak Thorpe scales (Fig. 4b and Table 1). The striking
feature is that turbulence now affects a broad band of
temperatures corresponding with a layer depth of 1000
m. The boundary between relatively quiet and turbulent
fluid is quite well defined at 28C. Thorpe scales below
this boundary are large. The largest Thorpe scales are
no longer found near the bottom but are located at u 5
1.98C. For the 28–1.78C temperature class, an averaged
Thorpe scale of about 21 dbar for the lowest noise level
is found, while the averaged Thorpe scale is 7 dbar for
water colder than 1.78C.

Thorpe scales are also displayed as a function of den-
sity for the current meter sill and the northern exit region
(Figs. 5a and 5b, Table 1). Calculating the Thorpe scale
with density or temperature gives similar results for our
set of data, which means that fluctuations of density are
mainly driven by temperature at the observed scales.
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FIG. 5. Same as Fig. 4 but Thorpe scales were calculated with density and are presented as a function of
density. Dark gray is associated with the minimum noise d 5 0.001 kg m23, while light gray curve corresponds
with four times this noise. (a) Current meter region and (b) northern exit region.

TABLE 1. Thorpe scale by density and temperature layers for the current meter region and the northern exit. Twenty-two casts were used
at the current meter region and 34 at the northern exit. The noise level d taken on density is 0.001 kg m23, whereas it is 0.0018C for the
temperature.

Parameter
Geographic

region
Layer

(kg m23 or 8C) Noise level LT (dbar)

Density Current meter 45.65 # s4 # 45.875

45.875 # s4 # 45.97

s4 $ 45.97

d
4d
d
4d
d
4d

0.15
0.04
1.6
0.15
3.67
0

Northern exit 45.65 # s4 # 45.86

45.86 # s4 # 45.9

s4 $ 45.9

d
4d
d
4d
d
4d

0.37
0.01

21
6.2

12
2.7

Temperature Current meter 1.9 # u # 3.4

0.9 # u # 1.9

u # 0.9

d
4d
d
4d
d
4d

0.07
0.01
0.62
0.26
4.3
1.6

Northern exit 2.0 # u # 3.4

1.7 # u # 2.0

u # 1.7

d
4d
d
4d
d
4d

0.14
0.01

21.4
13
7.4
3.7
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FIG. 6. Thorpe scales (dbar) averaged from six HRP temperature pro-
files taken at the northern exit. The noise is 0.0018C (cf. Fig. 4).

Nevertheless, Thorpe scales calculated with density are
more sensitive to the choice of the noise level than
Thorpe scales calculated with temperature. Indeed, mul-
tiplying the noise level by 4 causes a greater decrease
in Thorpe scales calculated with density than those cal-
culated with temperature (Table 1). When the noise is
multiplied by 4, only the largest inversions can be re-
solved. This means that the signal to noise ratio is better
for temperature than for density, and it is the reason
why Thorpe scales are usually calculated with temper-
ature.

The LT computed from an average of eight repeated
profiles taken at the northern exit region during the Ro-
manche 3 cruise (Fig. 7), three weeks before the Romel
cruise, exhibits the same characteristics as those of Figs.
4b and 5b. The primary difference is that the maximum
Thorpe scales are larger and occur at slightly lower
temperatures for Romanche 3. The difference is most
likely due to spatial and temporal variability. One can,
however, conclude that, at the northern exit region,
strong vertical mixing affects the properties of the deep
water 1000 m above the bottom.

As the Thorpe scales calculated with temperature are
close to those calculated with density and are less sen-
sitive to the choice of the instrumental noise level, we

decided to restrict the following discussions to Thorpe
scales calculated with temperature.

b. Thorpe scales along the RFZ valley
Figure 8 shows the evolution of the Thorpe scales

along the Romanche Fracture Zone valley. Each LT pro-
file comes from one temperature profile of the Ro-
manche 1 cruise. Weak overturns are found at station
33. Larger overturns are found at stations 30 to 26 be-
tween 3000 and 3500 m. This upper overturning layer,
though not clearly present at station 22, exists from the
main sill to the northern exit (stations 20 to 68). This
layer is similarly encountered in Romanche 3 and also
to a lesser extent in the Romel data. However, for these
two last cruises, we do not have as extensive spatial
coverage as in Romanche 1.

Near the bottom, large overturns are found down-
stream of sills in the valleys, whereas upstream of sills
overturns are rather weak. The same remark can be made
for the other casts of Romanche 1, as well as for the
three other cruises. Figure 8 highlights two regions of
strong bottom overturning. The first lies in the basin
immediately west of the main sill, near kilometer 60.
The second is at the succession of basins at the northern
exit. Station 60 shows the strongest overturns. Not only
are the overturns intense but they also extend well above
the bottom. This contrasts with the other casts, where
overturns were confined to the bottom and did not ex-
tend very far upward. The simple picture that may be
derived from these observations is that dense fluid, ini-
tially forced by the zonal baroclinic pressure gradient,
accelerates under buoyancy forces while spilling down
into the valleys. This acceleration gives rise to the strong
vertical shears observed by Polzin et al. (1996), which
are a source of instability and turbulence.

Except in the upper (3000–3500 m) and bottom over-
turning regions, the overturns are seldom seen and not
intense. This is in agreement with the classical view of
intermittent turbulence in the interior of the ocean. From
Figs. 2 and 8 we see that the intense warming of the
bottom water occuring after the main sill is associated
with large overturns. However, although Fig. 8 gives an
overview of the turbulent regions in the RFZ, it does
not allow quantification of the mixing, which requires
stable statistics based on a large amount of data.

Qualitative agreement is found between this overview
based on single profiles and the averaged Thorpe scales
calculated from casts done three years later (Fig. 4).
Station 27, from the current meter region, exhibits bot-
tom-intensified turbulence, while station 60, located in
the northern exit region shows large Thorpe scales far
from the bottom. Hence, all the evidence gathered over
several years points to stationary patterns.

c. Determining the linear relationship between LT

and LO

As noted earlier, the Ozmidov scale LO 5 e 1/2N23/2

is another estimate of the overturning length. In order
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FIG. 7. Thorpe scales at the northern exit region as an average over eight casts taken during the Romanche
3 cruise. (a) Thorpe scales calculated with temperature, same noises as Fig. 4. (b) Thorpe scales calculated
with density, same noises as Fig. 5.

to estimate LO, we must resolve the centimeter scales
at which the turbulent kinetic energy is dissipated. The
HRP gives vertical profiles of the dissipation «, as well
as vertical profiles of temperature and salinity needed
to calculate N 2 and LT. The choice was made to calculate

g Dr
2N 5 2

r Dz0

using a Dz 5 10 m (see below). The ordered profile is
used to estimate N 2 so that N 2 is always positive. For
each HRP profile, we have first calculated LT from tem-
perature, then the dissipation and N2 have been averaged
over each turbulent patch (defined as a structure for
which LT is continuously nonzero) before estimating LO.
Here LO and LT were calculated using 16 HRP stations
located downstream of the RFZ main sill. The casts
exhibit 189 turbulent patches, from which 132 are lo-
cated below the 28C isotherm (we have restricted our-
selves to layers where u # 2.08C where LT depends only
weakly on the instrumental noise level choice, Figs. 4
and 5). As LO and LT are two different estimates of the
overturning lengths (LO comes from a dimensional anal-
ysis, while LT is a physical measure), a linear relation-
ship is expected between these two parameters; LO is
an estimate of turbulent outer scales from a dissipation
variable, whereas LT represents a direct measure of the
largest turbulent scales. The two are related energeti-

cally by the turbulent cascade process. An exact linear
relation is not expected due to spatial and temporal vari-
ability of the turbulent field and possible restratification
effects. The LT, LO relationship is only a statistical one.
Dillon (1982) was the first to plot LO against LT. Tables
1 and 2 from Dillon (1982) give the relation LO 5 0.79LT

for an actively mixing surface layer and seasonal ther-
mocline at Ocean Weather Station P (508N, 1458W) dur-
ing the MILE experiment. Since then, other studies re-
vealed such a relation (Table 2). However, these studies
occurred in the thermocline region or laboratory ex-
periments.

Figure 9 is a log–log scatterplot of LO versus LT. The
linear relationship between LO and LT has been calcu-
lated by minimizing the sum of the absolute values of
the orthogonal distances between data points and a de-
gree-one polynomial, as uncertainties exist in both
length scales. A robust estimation (L1) was used to fit
the line in order to give less weight to outliers (e.g.,
Press et al. 1995). The relation so found is

LO 5 0.95LT. (2)

Wijesekera et al. (1993) show for their data that LO/LT

is lognormal distributed. Our dataset also follows a log-
normal distribution with a mean value of 20.1 and a
standard deviation of 0.7. Hence, ln(LO/LT) 5 20.1 6
0.7 or, equivalently, LO/LT belongs to [0.3, 1.8]. For
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FIG. 8. Evolution of the Thorpe scales (dbar) along the RFZ valley (station locations are indicated in Fig. 3). Thorpe scales LT were
calculated with temperature with a noise level of 0.0018C (see appendix for details). Each block corresponds with a turbulent patch. The
horizontal length of the block is equal to LT. The vertical length is equal to the height of the overturn. The distinction between two turbulent
patches was done if they were separated by more than 5 dbar. The position of 4 isotherms is also given.

TABLE 2. Studies of the linear relation between the Ozmidov scale
and the Thorpe scale (LO/LT 6 1 standard deviation).

Author Location Relation LO 5 f(LT)

Dillon (1982) Seasonal oceanic
thermocline

LO 5 0.79(60.4) LT

Itsweire (1984) Grid turbulence LO 5 0.65(60.1) LT

Crawford (1986) Permanent oceanic
thermocline

LO 5 0.66(60.27) LT

This paper Ocean u , 28C LO 5 0.95(60.6) LT

comparison, the standard deviation of LO/LT is 0.6,
which leads to LO/LT in [0.3, 1.5].

d. Comparison between the dissipation estimated
from LT and the dissipation measured by the HRP

In order to estimate e from LT, we use the relationship
LO 5 aLT between the Ozmidov scale and the Thorpe
scale, which yields

e 5 a2^N 3& ,2LT (3)

where angle brackets denote an average over turbulent
patches, the overbar denotes an average over vertical
profiles, the buoyancy frequency N is estimated over a
10-m scale, and the Thorpe scales are calculated using
the finescale potential temperature of the HRP with a
noise level of 1023 8C. Results are presented in Fig. 10,
for which 16 HRP stations located downstream of the
main sill have been used (the same stations as in section
3c). In order to be consistent with the estimate of e from
LT, which is piecewise constant, the HRP dissipation
was averaged over each turbulent patch and then av-
eraged over the profiles as a function of the potential
temperature (HRP1 profile). The limitation of this meth-
od is that when LT 5 0, the measured dissipation is not
necessarily zero but is disregarded. A direct average of
the HRP dissipation was also calculated and then low-
pass filtered (HRP2 profile). In addition, profiles were
grouped and averaged by regions, then regions were
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FIG. 9. Scatterplot of the Thorpe scale LT against the Ozmidov
scale LO (Ozmidov 1965) for u # 28C. The relation LO 5 0.95LT

found with our dataset is similar to other studies (Table 2).

weighted by areas to produce the final averaged profiles.
Figure 10 shows that the three profiles are qualitatively
similar. The estimate of the dissipation from LT tends
to be larger than the HRP1 estimate, but smaller than
the HPR2 estimate. At a given potential temperature,
differences between the estimate of e from LT and the
two other estimates are sometimes larger than 50%,
which illustrates the statistical character of the relation
between the Ozmidov scale and the Thorpe scale. How-
ever, the mean value of the estimate of the dissipation
from LT below 28C shows differences of only 15% from
the two mean HRP dissipation values. This shows that
a suitable averaging can considerably reduce the dis-
persion in the relationship between LO and LT obtained
from individual turbulent patches (Fig. 9) and can lead
to meaningful estimates of the dissipation. The same
averaging will be used in the following for estimating
Kr from LT. This satisfying result validates the use of
the Thorpe scales calculated with the finestructure to
infer the turbulent kinetic energy dissipation rate.

4. Estimates of vertical mixing coefficients

a. Finestructure estimates

The turbulent kinetic energy (TKE) is locally modi-
fied by (e.g., Kundu 1990) 1) a spatial redistribution of
this energy, 2) the work done by the turbulent pressure
gradient on the turbulent velocity field, 3) the production
P of TKE at the expense of the mean kinetic energy,
4) the production (destruction) B of TKE by decrease
(increase) in the potential energy, and 5) the dissipation
e. As discussed by Moum (1990) and Gargett (1993),
we do not know how to measure terms 1) and 2) nor
in which circumstances we may disregard them. So, for
practical reasons, they are neglected. Therefore, for a
one-dimensional stratified sheared flow in steady state
U(z), the TKE equation reduces to

g
2u9w9] U 5 w9r9 1 e,z r (4)

P B e

where the overbar denotes an appropriate average, the
prime a fluctuation from this average; u9 and w9 are the
fluctuations of the horizontal and vertical velocity com-
ponents. Following Holt et al.’s (1992) and Itsweire et
al.’s (1993) works based on numerical studies of ho-
mogeneous turbulence generated in a stratified sheared
flow, such a balance is expected at equilibrium. They
showed that, at equilibrium, the Thorpe scale and the
Ozmidov scale are nearly equal. Since we have dem-
onstrated that for our set of data, LO . LT from a sta-
tistical point of view, it is then reasonable to apply Eq.
(4) for estimating the eddy diffusivity.

Introducing the flux Richardson number Rf 5 BP21,
and making the assumption that the buoyancy flux w9r9
may be represented as 2Kr]zr by analogy with the mo-
lecular fluxes, yields Osborn’s (1980) model:

22K 5 GeN (5)r

where

R BfG 5 5
1 2 R ef

and G, referred to as the mixing efficiency, represents
the ratio of TKE converted into potential energy to TKE
dissipated. This mixing efficiency is commonly taken
to be 0.2. However, as noted by Caldwell and Moums
(1995), G is far from being a constant and may strongly
depend on the type of instability causing the turbulence
(Wijesekera et al. 1993). For instance, Oakey (1982)
found from concurrent measurements of TKE dissipa-
tion and variance of temperature dissipation that G 5
0.26 6 0.21 near the sea surface under a variety of wind
and wave conditions, while Gargett and Moum (1995)
found G 5 0.7 in a strongly convergent tidal channel
flow. Studying the mixing of the Mediterranean outflow
downstream of the Strait of Gibraltar, in a dynamical
context that might be similar to that of the Romanche
Fracture Zone, Wesson and Gregg (1994) use G 5 0.2.
As we cannot estimate G, we use the 0.2 value in the
following.
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FIG. 10. Averaged dissipation of turbulent kinetic energy over 16 HRP stations estimated from
1) Thorpe scales calculated with the finestructure of the potential temperature (noise level 1023

8C), 2) the measured dissipation preaveraged over Thorpe scales (HRP1), 3) the measured dis-
sipation directly averaged as a function of the potential temperature (HRP2).

Combining the relation LO 5 aLT derived in section
3 with Eq. (1) yields

e 5 a2N 3 ,2LT (6)

where N3 in (6) and N22 in (5) could be distinguished
as N3 should be calculated as over each turbulent patch2LT

while N 22 , coming from the parameterization of
w9r9, should not necessarily be calculated on the same
scales as . However, for the sake of simplicity we2LT

choose not to do so. Combining (6) and (5) and averaging
over several profiles yields

Kr 5 a2G^N& ,2LT (7)

where a 5 0.95 comes from Eq. (2), G 5 0.2, the buoy-
ancy frequency N is estimated over a 10-m vertical scale
(the same scale as before), the angle brackets denotes
a mean over LT, and the overbar an average over all the
profiles available in a given geographic region. In Fig.
11 Kr are plotted for the northern exit and the current
meter regions. The Thorpe scales used were those cal-
culated with temperature that nearly equal to those cal-
culated with density so that KT cannot be distinguished
from Kr . Table 3 presents Kr by temperature classes.
For temperatures lower than 28C, the northern exit ex-
hibits a mean value Kr 5 1000 3 1024 m2 s21, consistent
with the observed eastward warming of bottom waters
in this region (Fig. 2). This extreme value is an order
of magnitude greater than the value found for the bottom
layer (u # 0.98C) at the current meter sill where Kr 5

91 3 1024 m2 s21. These large mixing coefficients gen-
erated by mechanical mixing contrast with Polzin et al.’s
(1996) middepth diffusivity of 0.2 3 1024 m2 s21 in this
region produced by the internal wave field.

The estimate of Kr from (7) depends on many as-
sumptions. It is not totally clear if these assumptions
are really justified and, if they are, under which con-
ditions. In addition, errors in the estimate of a2G can
be as large as an order of magnitude. These limitations
could be a source of discrepancy between the estimates
of Kr resulting from microstructure measurements using
Osborn’s (1980) relation and the estimates of Kr re-
sulting from heat budgets. However, the data available
for this region allowed us to compare Kr presented
above and another estimate from long-term current me-
ter data. It will be shown that the two estimates con-
verge.

b. Heat budget estimates

Temperature–current meters were deployed for a pe-
riod of 2 yr near the entrance of the RFZ and CFZ
(Mercier and Speer 1998). As the bottom water flows
eastward downstream of the current meter moorings, it
warms and the coldest isotherms vanish. Following
Hogg et al. (1982) or Whitehead and Worthington
(1982), one may construct a heat budget for a volume
delimited by the current meter moorings and an iso-
thermal surface reaching the ground downstream of the
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FIG. 11. (a) Estimate of Kr as a function of temperature for data taken at the current meter region using
Eq. (7) deduced from Osborn’s (1980) relation. Thorpe scales were calculated from temperature profile.
Dark gray is associated with the minimum noise d 5 0.0018C, while light gray curve corresponds with
four times of this noise. (b) Same estimate for the northern exit.

TABLE 3. Estimate of Kr by layers of potential temperature at the
current meter region and the northern exit. Thorpe scales were cal-
culated with temperature. Same casts and noise level as in Table 1.

Geographic
region Layer (8C)

Noise
level

Kr 5 0.18 L N2
T

(31024 m2 s21)

Current meter 0.9 # u # 2.0

u # 0.9

d
4d
d
4d

9.7
4.0

91
24

Northern exit 1.7 # u # 2.0

u # 1.7

d
4d
d
4d

1600
1000
540
220

current meter moorings (Fig. 12). A mean balance be-
tween the entering advective heat flux across the moor-
ing section, the exiting advective flux and the diffusive
heat flux across the isothermal surface is supposed,
yielding the formula

netQ
K 5 , (8)T A] uz

where Qnet is the net advective flux into the box, ]zu is
the mean vertical temperature gradient across the iso-
thermal surface of area A and potential temperature us;
Qnet 5 rCp(^Uhu& 2 Awus), where Cp is the specific

heat, Uh is the transport of water colder than us, angle
brackets denote a time average, and Aw is the time-
averaged cross-isothermal transport across A, which
equals ^Uh& by continuity. Potential temperature and
current time series were correlated for calculating the
entering heat flux. Two isotherms (u 5 0.98C and u 5
1.28C) vanishing in the RFZ, two isotherms (u 5 1.08C
and u 5 1.38C) vanishing in the CFZ, and two isotherms
(u 5 1.78C and u 5 1.88C) vanishing in the Sierra Leone
and Guinea Abyssal Plains were considered, resulting
in six estimates of KT. For these two last isotherms, the
heat flux entering the CFZ was added to the one entering
the RFZ to calculate the heat budget. For the isotherms
vanishing in the RFZ and CFZ, the areas A were esti-
mated using the high-resolution bathymetric map and
Romanche–Romel CTD data. For u 5 1.78 and 1.88C,
areas were determined with CTD data from Cither 1
(Arhan et al. 1998) and Romanche cruises and the ETO-
PO5 bathymetric dataset. The results for the RFZ and
downstream abyssal plains are shown in Fig. 12. De-
tailed information including the results obtained in the
CFZ are summed up in Table 4. Uncertainties result
from errors in the determination of both the temperature
gradients and the areas of the isotherms. Before com-
paring the finestructure results with those of the heat
budget, we must keep in mind that the former are local
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FIG. 12. Estimate of cross-isothermal eddy diffusivity from heat budgets. The isotherms 0.98 and 1.28C vanish in
the Romanche Fracture Zone, whereas the 1.78 and 1.88C lie in the downstream abyssal plains. The uncertainties
displayed under each estimate mainly come from the determination of the temperature gradients (Table 4).

estimates, whereas the latter give an integral view of
the mixing, both in time (a mean over two years) and
space (over the area of the isotherms).

Between the current meter sill and the main sill in
the RFZ, for u , 0.98C, KT 5 120 (650) 3 1024 m2

s21. This value is in agreement with Kr estimated from
temperature finestructure at the current meter sill (Kr 5
91 3 1024 m2 s21), even though the finestructure study
only concerned a small portion of enhanced mixing of
the water colder than 0.98C, from station 30 to station
27 (Fig. 8). For u , 1.28C, we have supposed that,
upstream of the main sill, vertical advection and mixing
coefficient KT were equal to those found for u , 0.98C.
Such an assumption is consistent with the view of in-
tensified mixing downstream of the main sill. Down-
stream of the main sill KT equals 370 (680) 3 1024 m2

s21, which is a factor of 3 greater than the upstream
value. This value is of the same order of magnitude as
Kr 5 1000 3 1024 m2 s21 given for u # 2.08C by the
finestructure at the northern exit. Even if the northern
exit lies outside the area covered by u , 1.28C, inten-
sified mixing exists for each basin downstream of the
main sill so that one might expect such an agreement.
As for u 5 1.78C and u 5 1.88C surfaces, which ground
in the Sierra Leone and Guinea Abyssal Plains, respec-
tive values of 35 (612) 3 1024 m2 s21 and 13 (63) 3
1024 m2 s21 are found, indicating that mixing across
these isotherms is relatively intense. For comparison,
Hogg et al. (1982) reported integrated values of 4 3
1024 m2 s21 for the bottom water in the Brazil Basin.
In order to quantify the global effect of the RFZ and
CFZ on the mixing of dense waters, the diffusive heat
flux across the 1.48C surface has been calculated. This
isotherm grounds just outside of the two fractures. De-
spite the fact that the area occupied by the RFZ and

CFZ is 0.4% of the one covered by the downstream
abyssal plains, the diffusive heat flux across 1.48C in
the RFZ and CFZ is half that through the isotherm 1.88C
in the abyssal plains. This emphasizes the important role
played by these two fracture zones for the deep- and
bottom-water mass modifications.

5. Discussion

Diapycnal mixing in the Romanche and Chain Frac-
ture Zones has been examined using the finestructure
of CTD profiles and by constructing a heat budget from
current meter data. Near the seafloor of the RFZ, the
turbulence is mainly concentrated downstream of the
sills, whereas at the sills it is rather weak. Although we
note local variations of the intensity and vertical struc-
ture of the overturnings, which may be attributed to
spatial or temporal evolution, the different cruises that
visited the RFZ over a 3-yr period suggest the same
spatial distribution of the turbulence.

The Ozmidov scale is related here to the Thorpe scale
by: LO 5 0.95 LT for u , 28C. This relation, similar to
other studies, has allowed us to estimate the dissipation
rates of the turbulent kinetic energy from Thorpe scales
contained in finescale vertical temperature or density
profiles. It was shown that the dissipation estimate from
LT is close to the microstructure estimate of the dissi-
pation. This result encourages similar analyses of ex-
isting datasets as finescale vertical profiles are much
more widely measured than microscale vertical profiles.

A simplified form for the diapycnal advection ofdwe

potential density due to the diapycnal flux divergence
may be inferred from McDougall’s (1991) Eq. (20):
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TABLE 4. Cross-isothermal eddy diffusivity estimated from the current meter data for several isotherms u. The location where the isotherm
vanishes is displayed in the first column. Qnet is equal to the diffusive heat flux across the isotherm that balances the advective heat fluxes.
Cross-isothermal velocities (w) and area (A) covered by u are also given. For u 5 1.28C, two coefficients were estimated: (a) is a mean over
the whole surface while (b) gives an estimate downstream of the main sill with the assumption that enhanced mixing is present here as
suggested by the CTD data.

Location
u

(8C)
Qnet /rCp

(8C m3 s21)
w

(m s21)
A

(m2)
KT

(31024 m2 s21)

RFZ
RFZ

CFZ
CFZ

Abyssal plain
Abyssal plain

0.9
1.2

1.0
1.3
1.7
1.8

8.1 3 103

6.8 3 104

7.3 3 103

5.2 3 104

4.4 3 105

4.7 3 105

1.7 3 1024

1.4 3 1024

6.7 3 1025

1.3 3 1024

1.8 3 1026

9.3 3 1027

0.736 3 109

1.90 3 109

1.20 3 109

1.7 3 109

486 3 109

1100 3 109

120 6 50
150 6 30 (a)
370 6 80 (b)
50 6 2
90 6 30
35 6 12
13 6 3

1 ]r ] 1 ]ru udw 5 K , (9)e r1 2r ]z ]z r ]zu u

where is the diapycnal velocity tendency due to thedwe

mixing associated with the dissipation e, Kr the vertical
eddy diffusivity of density, ru the potential density, and z
the vertical direction. Combining Eqs. (5) and (9) yields

](Ge)
d 22w 5 N . (10)e ]z

Figure 10 shows that at the northern exit above 28C,
the dissipation is nearly constant (at low values), which
implies that the vertical mixing does not produce any sig-
nificant diapycnal velocity trend. Around 1.88C, the dis-
sipation is maximum so that is again weak, and thedwe

upwelling across this isotherm occurs outside the RFZ in
the downstream abyssal plains. Between 28 and 1.88C, a
downwelling trend is diagnosed. The mean value is 5dwe

0.75 3 1024 m s21 for the isotherm 1.98C. Multiplying
this diapycnal velocity by the area (1.3 3 109 m2) of the
1.98C surface near the exit leads to a diapycnal transport
of 0.1 Sv. The mixing tends to increase the transport of
AABW downstream of the main sill. Mercier and Speer
(1997) also found that entrainment across the 1.98C is
necessary to match direct and indirect estimates of the
transport of AABW. However, it is difficult to estimate
accurately the diapycnal transport across the 1.98C surface
using our dataset since 1) other terms are present in the
expression of the diapycnal velocity (McDougall 1991)
that we are unable to estimate reliably but simple scaling
arguments suggests they are small and 2) further significant
mixing and downwelling across 1.98C may occur in other
downstream basins.

The Osborn (1980) relation was used to estimate a
vertical eddy diffusivity versus density for two regions
of the RFZ. The strongest mixing was found at the north-
ern exit with a maximum close to 2000 3 1024 m2 s21.
In this region, enhanced mixing appears over 1000 m
above the bottom. This contrasts with the current meter
region where the peak of mixing is an order of mag-
nitude lower and only occurs at the highest densities,
in the near-bottom layer.

Heat budgets from the current meter data for u 5

1.28C, which yield a cross-isothermal eddy diffusivity
of 370 (680) 3 1024 m2 s21, show good agreement
with the study of finestructure at the northern exit, which
gave a mean diffusivity below 28C of 1000 3 1024 m2

s21. Thus, the discrepancy often mentioned between
fine- or microstructure estimates and heat budget esti-
mates of Kr is not present in this local study. This tends
to confirm that the discrepancy may exist because the
nature of the estimates are different, as suggested by
Toole et al. (1994). The heat budgets give an integral
view of the mixing, while the fine- or microstructure
data are local estimates that strongly depend on sam-
pling strategy. In this study the heat budget is done in
the known location of the mixing, whereas in budgets
done over larger areas, the microscale estimates may
not be taken in the area of enhanced mixing, and con-
sequently a discrepancy may exist.

Perhaps the most striking feature from the current
meter data is the importance of the equatorial RFZ and
CFZ in the modification of the deep and bottom waters.
Although the two fractures occupy only 0.4% of the
area covered by the Sierra Leone and Guinea Abyssal
Plains, the diffusive heat fluxes in the RFZ and CFZ
are as large as half of those produced by the abyssal
plains. This emphasizes that the role played by mixing
in restricted passages is a major component of the heat
flux transfers between deep and bottom water masses,
and exerts a significant control on the thermohaline cir-
culation equilibrium.
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FIG. A1. (a) Vertical raw temperature profile (solid line) and ordered temperature profile (dotted line). (b) Displacements
obtained by using the raw data. (c) Displacements obtained using Thorpe’s method. The noise is 0.0028C. Note that
Thorpe’s method does not reveal inversion in the weak temperature gradient region. (d) Displacements obtained using
our method are described in the appendix. The noise is still 0.0028C.

APPENDIX

An Algorithm for Calculating the Thorpe Scale

The Thorpe scale (Thorpe 1977) LT is an index for
studying, qualitatively as well as quantitatively, turbu-
lence in stratified fluids. Before significant molecular
diffusion has occured, LT is a measure of the lengths of
the overturns locally produced by instabilities. However,
as LT is estimated using a sorting algorithm rather than
an arithmetic formula, the reliability of the result is not
easily assessed by standard methods. The purpose of
this appendix is to suggest a calculation method that
ensures computed values of LT are consistent with the
relative accuracy of the measured variable used to cal-
culate it.

Working in freshwater, Thorpe (1977) first introduced
the concept of ordering a measured profile of temper-
ature for obtaining a gravitationally stable profile. He
interpreted the difference dT 5 z0 2 zr between the
original (z0) and ordered (zr) positions as an estimate
of the vertical displacement associated with turbulent
motions. This interpretation is based upon the simple
picture of an eddy of vertical length height l acting on

a stable mean vertical density gradient rz to produce
density fluctuations of order r9 5 lrz. From a measured
vertical profile of density, l is estimated by the minimum
vertical distance a parcel of fluid must be moved in order
to obtain a stable density profile including unstable
patches, while rz is calculated by vertical differentiation
of this resultant stable density profile. Considering a
gravitationally unstable patch, LT is defined as the rms
of the displacements obtained for this patch.

The accuracy of computation of the displacements dT

depends upon both the noise level of the measured vari-
able and the local mean vertical gradient of that variable.
This is readily seen in an example for which we assume
that density is proportional to temperature. Figure A1a
shows a synthetic, assumed measured, temperature pro-
file, created as follows. The vertical data spacing is 1
m. The vertical temperature gradient is 2 3 1023 8C/m
from 4000 to 4030 m, 1025 8C/m from 4031 to 4060
m, and again 2 3 1023 8C/m below 4060 m. A random
noise of a maximum 2 3 1023 8C peak to peak is added
to the whole column in order to model a high-frequency
noise. Finally, a temperature inversion simulated by a
sinusoid of 15 3 1022 8C amplitude is added from 4050



1944 VOLUME 28J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

FIG. A2. Measured temperature profile (solid), intermediate tem-
perature profile (dashed), and ordered intermediate profile (dash–
dotted). The noise is 0.0028C so that the intermediate profile is com-
posed of fluctuations that are integer multiples of this noise.

to 4080 m. Figure A1a shows the temperature profile
from 4020 to 4080 m (solid line). Ordering this raw
temperature profile gives the dashed profile, then com-
paring it to the raw measured profile leads to the dis-
placement of Fig. A1b. The solid line represents the
displacements while the dashed line is the rms of the
displacements over the whole unstable stucture. A dis-
placement dT at a depth zr means that the associated
parcel of fluid located at zr on the ordered profile is
moved at a depth zr 2 dT on the measured profile. Hence,
positive (negative) displacements are associated with an
upward (downward) motion. Figure A1b exhibits non-
zero displacements from 4027 to 4048 m, that is, where
the temperature gradient is the weakest, and from 4056
down to 4078 m, where the ‘‘real’’ temperature inver-
sion lies. A temperature inversion may appear due to
noise if the temperature gradient Tz is sufficiently low,
that is, if the maximum peak to peak noise is higher
than TzDz, where is the sampling rate. Thus, or-21Dz

dering the raw profile leads to the impossibility of mak-
ing the distinction between noise inversions and real
inversions.

Thorpe attempted to limit such errors by setting dT

5 0 unless the temperature in the measured profile dif-
fers from the temperature of the ordered profile taken
at the same level by more than a noise dT. Figure A1c
presents the result of his method when a noise dT 5
0.0028C is taken. (We assume that we know the noise
amplitude exactly.) All the displacements located in the
weakest temperature gradient have disappeared since the
difference between the ordered profile and the measured
profile at a fixed depth is always less than or equal to
dT. Thorpe’s method removes the inversions produced
by the random noise, but it tends to underestimate the
length of the overturn by rejecting valid displacements.

To avoid this problem, we propose to use an inter-
mediate temperature profile TI and to preprocess the
raw measured profile TR as follows: 1) Select a hinge
temperature value T0 and keep it fixed for all the profiles.
Given T0 and a relative accuracy d, two temperatures
can be considered as different if they differ by at least
6d or more generally by nd, where n is an integer either
positive or negative. 2) Take the first value TR1 of the
temperature profile TR and find the minimum integer n
such that (T0 1 nd) 2 TR1 # d. 3) Define the first
intermediate temperature as TI1 5 T0 1 nd. 4) Take the
second value TR2 of the raw profile and find the integer
n such that (TI1 1 nd) 2 TR2 # d. It gives the second
value of the intermediate profile as TI2 5 TI1 1 nd. For
instance, if |TR2 2 TI1| , d, n 5 0 and TR2 cannot be
distinguished from TI1 so that TI2 5 TI1. 5) Go on
processing until the end of the profile. TI is finally only
composed of fluctuations, and possibly overturns, which
are significant to the accuracy d of the measurement. 6)
Order the intermediate profile and compare the inter-
mediate profile to the ordered profile to evaluate the
displacements and the Thorpe scales.

Figure A2 shows the measured profile (solid), the

intermediate profile (dashed), and the ordered profile
(dash–dotted) when d 5 0.0028C. The fluctuations of
the intermediate profile are some multiple of d. Figure
A1d shows that, globally, displacements are greatest and
more numerous than using the Thorpe algorithm (Fig.
A1c) in the region where lies the ‘‘real’’ overturn. For
the ‘‘real’’ overturn, estimates of the overturn height
and the Thorpe scale are 23 and 10 m using the raw
method, which blends the displacements due to the ran-
dom noise, 18 and 4.8 m using the Thorpe method, and
18 and 8.2 m for our method.
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