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@Dmm European Open Science Cloud (EOSC)

e 6 May 2015 the EU adopted the Digital Single Markets strategy and announced
the launch of a cloud for research data

e A High Level Expert Group was established to advise on scientific services to be
provided on the cloud and its governance structure

e 16 April 2016 the EU published a package of measures for digitising European
industry, including a communication on the European Cloud Initiative

e 12 June 2017 the European Open Science Cloud Summit took place bringing
together key players from across Europe, to make the ‘EOSC a reality by 2020’

e 14 March 2018 the EU adopted the Implementation Roadmap for the European
Science Cloud

EOSC should to give the EU a global lead in research data management and
ensure that European scientists reap the full benefits of data-driven science. It
also foresees setting up a European Data Infrastructure, with high-capacity
cloud solutions with super-computing capacity.
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@Datacmd SeaDataNet anticipating EOSC

e |n anticipation of these EOSC planning activities, SeaDataNet submitted in March
2016 the SeaDataCloud proposal with the following aims:

— Further developing skills, standards, tools and services for dealing with
marine data, such as handling data from new instruments, INSPIRE
compliance, interoperability with other data infrastructures, vocabularies
governance, and adopting new technical approaches such as ‘Linked Data’,
and ‘Sensor Web Enablement’,

— Exploring the trend towards cloud storage and cloud computing, also taking
into account ‘big data’ challenges, for instance by analysing an architecture
for a Virtual Research Environment (VRE) and developing a VRE pilot

— Improving and expanding services and tools for data providers for connecting
and ingesting data AND for users to make it easier and more performing to
find, access, and use datasets

— Better joining in an early stage and
riding the EOSC wave than losing ourselves

in the undertow

sdn-userdesk@seadatanet.org — www.seadatanet.org




@ Cooperation with the EUDAT
P network of e-infrastructure providers
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5 EUDAT members are partners of SeaDataCloud :
CINECA, CSC, DKRZ, GRNET and STFC
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@mcmd Leading concept for SeaDataCloud

Added-value services and
applications — Cloud
Platform

Downstream
Services

Standards
OGC, ISO, W3C &

Vocabularies

Upstream
Services

Discovery and access
to datasets from many
sources
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Providing a cloud platform with
common services for data pre-
processing, subsetting, analyses,
visualizations, publishing, DOls...

Applying common standards and
interoperability solutions for providing
harmonised data and metadata

Providing harmonised discovery and
access to data output from multiple
sources, such as European research and
monitoring data gathering, but also
from other European and international
data infrastructures



@Dataaoud Virtual Research Environment (VRE)

* Reviewing of existing VRE developments in Australia, USA and Europe,
also as part of the Ocean Data Interoperability Platform (ODIP)
activities

 Formulating a ToR for the VRE overall specifications

* Analysing and defining an overall architecture for the SDC VRE,
considering EUDAT’s generic services and embedding dedicated SDN
services, custom and generic

* Analysing the workflow and specific functions required for supporting
the SDC pilot: generating a SeaDataNet Temperature & Salinity
climatology

* Developing VRE components and integrating these into the SDC VRE
pilot
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- ... Overall architecture for the SDC VRE

@ Cheome File ES1 View History Bookmsrks People Winoow  Help Q& Teafp D ¢ M F o WUokm TueSD5 SrHashaVsthesusyi O, @ =
® 00 et [ om0 oo 1 5 T 00 By Coor (0 Lo e 1T [3 Pew hn -rian {2 Con {5 o i om  — acer(— oot (@lwr (2 o (B 0 @
G | Mot Socura acdc.195,196.30.132 3imuo onrol_start w i
Aithenticat 11 A R Encka gy e Ao @ Oprsin e @By rposiry Ao T o = B
uthenticate BB webODV  Qualty Corrol Senices 4V Oip Boosd & oot
Qusity Gorrol Ssrvices [ e ]
Data set: SDN test Elba.odv
i 1. Sobtcrment | £ a0Emy | 2.0 | s _— -
sk ararbort
Cancal o To assign a quality
fres y
e e e,
B - s
Aocosaion Number 770
Cruise PF_6801470
Staon 90170142 A
Access Fie——
Date 28 January 2014
Time 053320
) . DopnRengalm] 10 178677]
- § LOCAL COIID 40276365
- 1o EDMO_CODE 488
/5 Il webony Jpetalization
TH~ services i
¥ wvariable value flag.
5 @ i @
B2 . 15-example-analysis @usssea @o® | Logout | ContolPanel
File Edit View Insert Cell Kemel Widgets Help Trusted Julia0.6.4 O

B[+ |35 @ B[4 ¥ MR B C | vakdown =

residual = dbinfo[:residuals];

— o = - - - - "

T~

This generates many plots (one for every time instance).
The number in the title is the time index starting with the first season and year.

Save the observation metadata in the NetCDF file
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@Dmm CDI Data Discovery and Access service

e |[tisone of the core services of the SeaDataNet infrastructure

e It provides a highly detailed insight and unified access to the large
volumes of marine and oceanographic data sets managed by the
distributed data centres

e |tisafine-grained index (1ISO 19115 —1SO 19139) to individual data
measurements (such as a CTD cast or moored instrument record)

SeaDataNet portal

=]
a + |

Data centres

Metadata
European data sources + transaction data
data centres > 650 oriainators
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=ocos CDI S€rvice with global coverage
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@Dmmoud SeaDataNet cooperation

Copernicus Marine Environmental Monitoring Services (CMEMS): providing long-
term archives and standards

Marine Strategy Framework Directive (MSFD): providing infrastructure, standards
and data collections for several indicators

Large ocean monitoring systems and their projects (EuroGOOS, AtlantOS, Euro-
ARGO, JERICO-Next, ..): providing standards and validation + long-term archiving
services

EU projects, such as Upgrade BlackSeaScene, Caspinfo, Geo-Seas, Eurofleets ...:
adopting and adapting SeaDataNet standards and services for developing marine
data management capabilities

Ocean Data Interoperability Platform (ODIP): exploring and demonstrating common
standards and interoperability with leading data management infrastructures in USA
and Australia

GEOSS - EuroGEOSS: Maintaining the GEOSS portal with SeaDataNet in-situ data
collections from large community of European data holders (> 100 data centres;
>600 data originators)

European Marine Observation and Data Network (EMODnet): developing a
network of thematic portals for data and data products
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CDI service contrlbutes to many portals

SeaDataCloud
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@Dataqoud Installed base of CDI nodes (> 110)
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@Dmm Issues with current CDI service

e performance for users: CDI data access service interacts with the
distributed data collections and databases at the connected data centres.

— user can submit a shopping basket with requests for data from
multiple data centres.

— user must await the automatic data preparation by each of these data
centres

— user must download resulting data sets through the RSM as packages
directly from each data centre, which implicates multiple download
transactions

e performance for users: data centres are not always online, operational
and have different machine capacities which might give extra delays

e quality issues: concerning formats of data files (ODV + NetCDF) and their
consistency with CDI metadata.

e installation and configuration of the Download Manager software can be
challenging due to different configurations, firewalls etc., which in practice
results in having different versions installed

sdn-userdesk@seadatanet.org — www.seadatanet.org 13



@ Upgrading the CDI service using the
eabataliou cloud

e To configure and maintain a CLOUD buffer to host copies of unrestricted
data resources

e Exchange by dynamic replication from the individual data centres,
following their updating of the CDI catalogue service

e |n the cloud buffer:

— checking overall quality of metadata and data, as extra check on top
of local QA-QC by data centres

— checking integrity of data files and metadata relations.
— results of checks to be reported back to data centres for corrections

e |nclude transformation services for converting data sets to SeaDataNet
ODV and NetCDF formats and relevant INSPIRE data models.

e Introduce versioning of metadata and data as part of provenance
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New CDI service architecture
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@Moud New GUI on top of a new system

e Faster, using Elastic Search for search and indexing, and GeoServer for
latest mapping technology

e Easier, including full text search next to controlled terms
e Modern design with large map and sliding windows

e MySeaDataNet integrated in GUI for customized services, such as SSO,
RSM access, search profiles, prepared for VRE data pooling

e Developed and refined as prototype (http://sdc.maris.nl) interacting with
users and data managers, following the SeaDataCloud Training Workshops
in June 2018
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http://sdc.maris.nl/

~ wcos New GUI impressions
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SeaDataCloud
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