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Text S1 : Details on the optimal interpolation (OI)

To perform the OI, the dataset is split into sub-datasets corresponding to vertical

subdomains. Although this choice is somehow arbitrary, choosing subdomains of 10 m

(10-80 m) layer thickness for the constant vertical (terrain-following) coordinates ensures

to have a well-resolved interpolation grid and, include enough data to limit the error of

the estimated field. The optimal interpolation is iteratively performed by depth-layers

to produce map of temperature and salinity in the PPV-Z space. Points with an error

larger than 0.1oC and 0.02 absolute salinity are discarded. Temperature (T) and salin-

ity (S) are determined at each interpolation grid point (g) from a linear weighted com-

bination of valid observations selected around the interpolation depth,

Tg, Sg(PPV,Zi) = T, S + w ·
[
T, S − T, S

]
. (1)

i is the depth index. T, S is the averaged value of the sub-dataset, corresponding

to the first guess. The interpolation is weighted such that, the larger the difference on

PPV and/or the larger the uncertainty on the data points, the smaller the weights (w).
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w are then defined as a function of, the PPV distance, the uncertainty associated to the

instrument accuracy (ε) and, the uncertainty associated to the temporal variability of

the measured field (η),

w = Cdg ·
[
Cdd + I ·

(
ε2 + η2

)]−1

. (2)

I is the identity matrix. The PPV distances are enclosed in the data-grid (Cdg) and

data-data (Cdd) covariance matrices. These matrices are filled with values of covariance

between two points (a,b) based on a Gaussian decay law which depends on the point to

point PPV distance [Böhme et al., 2005],

C2
ab = 〈s2〉exp

(
− |PPVa − PPVb|

2

PPV 2
a + PPV 2

b

)
. (3)

with 〈s2〉 being the variance of the sub-dataset. It represents the variability to the mean

state used to scale the covariance functions. ε corresponds to 1.10−3 oC and 2.10−3 PSU

for the CTD profiles, to 2.10−3 oC and 1.10−2 PSU for the float profiles and to 2.10−2

oC and 3.10−2 PSU for the seal profiles. η2 describes the variations between nearby data

located within the same depth layer [Reeve at al., 2016],

η2 =
1

2N

N∑
d=1

(xd − xn)2 (4)

xd are the data points, xn are their closest neighbour and N is total the number of points

in the sub-dataset. The algorithm used for the OI is summarised in Figure step OI.
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Figure step OI. T-S diagram of the data fed into the optimal interpolation (OI) at PM,

KN and AP. The seasonal distribution of the data observed above 800 m depth and used

for the OI is indicated below the T-S diagrams. Right panel) Algorithm used to construct

the local sections.
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Text S2 : Error associated to the vertical interpolation

The uncertainty associated to the seasonal variations of the barotropic velocity (ubt)

includes the error related to the calculation of the multi-year average of monthly means

(σerr) and, the error related to the vertical interpolation (σpchip),

σbt =

√√√√1

I

I∑
i=1

σ2
err(i) + σ2

pchip, (5)

I being the number of multi year time series used to perform the depth-average.

At each study location, σpchip is estimated from a set of realistic velocity profiles. This

set includes all thermal-wind derived profiles estimated via objective mapping to rep-

resent a large range of realistic profiles. Each of them is normalized and velocities are

interpolated between the current meter depths assuming a linear, spline or pchip inter-

polation method to model mooring profiles (Figure vertical interpolation). The differ-

ence between the depth-averaged velocity calculated from realistic and mooring profiles

represents the uncertainty on ubt associated to the vertical interpolation. This error was

quadratically averaged within the set of profiles to estimate a typical error of interpo-

lation at the three study sites. The pchip proved to perform the best, giving an error

of 2%, 1.4% and 8.7% of the shear at PM1, KN2 and AP2, respectively. Then, this er-

ror was scaled depending both on the seasonal shear and the study location and, included

in σbt. Note that the error associated to the baroclinic velocities (ubc = ui − ubt) cor-

responds to,

σbc(i) =
√
σ2
err(i) + σ2

bt. (6)
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Figure vertical interpolation. a) Set of baroclinic profiles (bp) estimated at PM. Gray

lines: realistic profiles. Black line: realistic profile number 40. Colored lines: mooring

profiles estimated from the realistic profile number 40. b) Error of interpolation assso-

ciated to each profile. Solid lines: baroclinic velocity depth-averaged (vbt). Dotted lines:

difference between realistic bp and mooring bp.

–5–



Confidential manuscript submitted to Journal of Geophysical Research

Figure S1. Phase of the barotropic flow (ubt) estimated over the 2500 isobath at Kapp

Norvegia for different years from different mooring arrays. The AWI array has been deployed

between 1989 and 1992 at 13oW (Fig. 1 and 2, main manuscript). The SASSI array has been

deployed between 2009 and 2010, 350 km downstream of the former array (Graham et al., 2013).
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Figure S2. Comparison between the phase of the barotropic flow (ubt) estimated along the

2000-2500 m isobath and the two first modes of zonal stress. (a,b) Zonal stress estimated from

τw. (c,d) Zonal stress estimated from τwic. (e,f) Zonal stress from τwicv. (g,h) Zonal stress es-

timated from τmodel. The percentage of variability explained by each mode is indicated. The

bottom panels show the principal components of mode 1 and 2, from left to right. The definitions

of τ are given in the main manuscript in Section 2.3.
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Figure S3. Comparison between the phase of the barotropic flow (ubt) estimated along the

2000-2500 m isobath and the two first modes of meridional stress. (a,b) Meridional stress esti-

mated from τw. (c,d) Meridional stress estimated from τwic. (e,f) Meridional stress from τwicv.

(g,h) Meridional stress estimated from τmodel. The percentage of variability explained by each

mode is indicated. The bottom panels show the principal components of mode 1 and 2, from left

to right. The definitions of τ are given in the main manuscript in Section 2.3.

–8–



Confidential manuscript submitted to Journal of Geophysical Research

Figure S4. Comparison between the phase of the barotropic flow (ubt) estimated along the

2000-2500 m isobath and the two first modes of Ekman pumping. (a,b) Ekman pumping esti-

mated from τw. (c,d) Ekman pumping estimated from τwic. (e,f) Ekman pumping from τwicv.

(g,h) Ekman pumping estimated from τmodel. The percentage of variability explained by each

mode is indicated. The bottom panels show the principal components of mode 1 and 2, from left

to right. The definitions of τ are given in the main manuscript in Section 2.3.

–9–



Confidential manuscript submitted to Journal of Geophysical Research

Figure S5. Two-months lag correlation between the monthly velocity observed between 2005

and 2015 at AP2500 and the different components of surface stress. The velocity at 750 m is used

as a proxy for the barotropic variations. The correlations maps are computed for four different

estimates of surface stress, τw, τwic, τwicv and τmodel, which are defined in the main manuscript

in Section 2.3. a) monthly velocity at 750 m depth. b,c and d) Correlation between u750 and the

zonal stress, meridional stress and Ekman pumping, respectively. The star shows the position of

AP2500. The black contours represent 90 and 95 % confidence interval.
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