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A Dynamic species co-existence HMM

Here we provide additional details of an HMM formulation for species co-existence dynamics

based on presence-absence data (Marescot et al., 2020). Let the states St = A (respectively

St = B and St = AB) indicate “site occupied by species A” (respectively by species B and

by both species) and St = U indicate “unoccupied site”. Define Xt,k ∈ {0, 1, 2, 3}, where 0

indicates neither species was detected, 1 indicates only species A was detected, 2 indicates

only species B was detected, and 3 indicates both species were detected on the kth visit at

time t. We could for example have:

· · · U B AB · · ·

0

· · ·
0 0

· · ·
2 1

· · ·
3

hidden St ∈ {AB,A,B,U}

observed Xt,k ∈ {0, 1, 2, 3} at

multiple visits k = 1, . . . , K

t− 1 t t+ 1 time

S1 = AB S1 = A S1 = B S1 = U( )
δ = ψAB ψA ψB 1− ψAB − ψA − ψB
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Γ =

St+1 = AB St+1 = A St+1 = B St+1 = U


1− εAB − εA + εB εB εA εAB St = AB

ηB 1− ωA − ηB − νA ωA νA St = A

ηA ωB 1− ωB − ηA − νB νB St = B

γAB γA γB 1− γA − γB − γAB St = U

with diagonal elements of P(xt)

f(xt | St = AB) =
K∏
k=1

r
I(xt,k=1)

Ab (1− rAb)
1−I(xt,k=1)

+r
I(xt,k=2)
aB (1− raB)1−I(xt,k=2)

+r
I(xt,k=3)
AB (1− rAB)1−I(xt,k=3)

f(xt | St = A) =
K∏
k=1

p
I(xt,k=1)
A (1− pA)1−I(xt,k=1)

f(xt | St = B) =
K∏
k=1

p
I(xt,k=2)
B (1− pB)1−I(xt,k=2)

f(xt | St = U) =
K∏
k=1

I(xt,k = 0)

where ψA (respectively ψB) is the probability of only species A (respectively B) being present,

ψAB is the probability of both species being present, pA (respectively pB) is probability of

detecting species A given only species A is present, rAB is the probability of detecting both

species given both species are present, rAb is the probability of detecting species A, not B, given

both species are present, and raB is the probability of detecting species B, not A, given both

species are present. The state transition probability matrix Γ is composed of the following

parameters:

• εAB is the probability that both species A and B go locally extinct between t and t+ 1;

• εA (respectively εB) is the probability that species A goes locally extinct between t and
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t+ 1, given both species are present at t;

• νA (respectively νB) is the probability that species A goes locally extinct between t and

t+ 1, given species B was absent at t and t+ 1;

• γAB is the probability that both species A and B colonise a site between t and t+ 1;

• γA (respectively γB) is the probability that species A colonises a site between t and t+1,

given both species are absent at t;

• ηA (respectively ηB) is the probability that species A colonises a site between t and t+1,

given species B was present at t and t+ 1;

• ωA (respectively ωB) is the probability that species A is replaced by B between t and

t+ 1.

B HMM software

The computational machinery of HMMs, such as the forward and Viterbi algorithms, can be

coded from scratch by a proficient statistical programmer (e.g. Zucchini et al., 2016; Louvrier

et al., 2018; Santostasi et al., 2019), but recent advances in computing power and user-friendly

software have made the implementation of HMMs much more feasible for practitioners. Many

different HMM software packages and stand-alone programs are now available, some of which

are focused on specific classes of state dynamics within the individual, population, or commu-

nity level of the ecological hierarchy. However, the features and capabilities of the software

are varied, and it can be challenging to determine which software may be most appropriate

for a specific objective. Here we will describe some of the most popular HMM software cur-

rently available, including potential advantages and disadvantages for ecological applications.

We limit our treatment to freely available R (R Core Team, 2019) packages and stand-alone

programs that we believe are most accessible to ecologists and non-statisticians.
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The Comprehensive R Archive Network (https://cran.r-project.org) currently hosts

26 packages that include “hidden Markov” in their description. While most HMM packages in

R include data simulation, parameter estimation, and state decoding for an arbitrary number

of system states, they differ in many key respects (see Table 2 in main text). Most of the

packages are focused on categorical sequence analysis and are therefore limited in the state-

dependent probability distributions that can be implemented (Himmelmann, 2010; Bartolucci

et al., 2017; Helske & Helske, 2019; Wilkinson, 2019). However, some of the more general

packages provide greater flexibility for specifying state-dependent probability distributions,

including commonly used discrete (e.g. binomial, Poisson) and continuous (e.g. gamma, nor-

mal) distributions (Visser & Speekenbrink, 2010; Jackson, 2011; Harte, 2017; McClintock &

Michelot, 2018). One of the earliest and most flexible HMM packages, depmixS4 (Visser &

Speekenbrink, 2010), includes a broad range of probability distributions and can accommodate

multivariate HMMs, multiple observation sequences (e.g. from multiple individuals or sites),

parameter covariates, parameter constraints, and missing observations. With additional fea-

tures originally motivated by animal movement HMMs (Michelot et al., 2016), momentuHMM

(McClintock & Michelot, 2018) is similar to depmixS4 in terms of features and flexibility, but

can also be used to implement mixed HMMs (DeRuiter et al., 2017), hierarchical HMMs (Leos-

Barajas et al., 2017; Adam et al., 2019), zero-inflated probability distributions (Martin et al.,

2005), and partially-observed state sequences. However, unlike depmixS4 and other packages

such as mhsmm (O’Connell & Højsgaard, 2011) and HiddenMarkov (Harte, 2017), momentuHMM

does not currently support custom-coded state-dependent probability distributions. To our

knowledge, only hsmm (Bulla & Bulla, 2013) and mhsmm (O’Connell & Højsgaard, 2011) can

currently implement hidden semi-Markov models (Barbu & Limnios, 2009).

Many R packages are less general and specialise on specific HMM applications within

individual- or population-level ecology. The marked package (Laake et al., 2013) implements

many of the popular capture-recapture HMMs described in Section 3.1. Packages that spe-
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cialise in animal movement behaviour HMMs for telemetry data, such as those described

in Section 3.1.2, include bsam (Jonsen et al., 2005), moveHMM (Michelot et al., 2016), and

momentuHMM (McClintock & Michelot, 2018). The package HMMoce (Braun et al., 2018) is

specifically catered for HMMs that infer location from archival tag data (e.g. light levels,

depth-temperature profiles) such as those described in Section 3.1.3. Using telemetry and

count data, kfdnm (Schmidt et al., 2015) can fit HMMs for population abundance and related

demographic parameters such as those described in Section 3.2. The package DDD (Etienne

& Haegeman, 2019) implements HMMs for macroevolutionary inference about diversifica-

tion rates from phylogenetic trees such as those described in Section 3.2.2. The package

openpopscr (Glennie et al., 2019) can fit spatial capture-recapture HMMs that account for

unobserved animal movements when estimating population-level density and survival, such as

those described in Section 3.2.3. The popular package unmarked (Fiske & Chandler, 2011)

includes many of the HMMs for inferring patterns and dynamics of species occurrence from

repeated presence-absence data that were described in Section 3.2.3.

There are also several stand-alone, user-friendly software programs that focus on spe-

cific HMM applications in ecology. Programs MARK (White & Burnham, 1999) and E-SURGE

(Choquet et al., 2009) both provide a very general framework for implementing HMMs with

individual-level capture-recapture (Pradel, 2005) or population-level presence-absence (Gimenez

et al., 2014) data, including observation process error arising from non-detection (Kellner &

Swihart, 2014), state uncertainty (Kendall, 2009; Kendall et al., 2012), and species misident-

fication (Miller et al., 2011). Program PRESENCE (Hines, 2006) has many of the features of

MARK and E-SURGE but focuses solely on presence-absence data, including models for species

co-occurrence dynamics (MacKenzie et al., 2018). The RMark (Laake, 2013) and RPresence

(MacKenzie & Hines, 2018) packages have been developed as R interfaces for Programs MARK

and PRESENCE, respectively.

Although not intended specifically for HMMs, it is worth noting that there are a number of
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software programs with which these types of models can be relatively easily implemented by

users with minimal statistical programming experience. For Bayesian inference using MCMC

sampling (Gelman et al., 2004), these include WinBUGS/OpenBUGS (Lunn et al., 2009; Kéry

& Schaub, 2011; Lunn et al., 2012), JAGS (Plummer, 2003), and Stan (Gelman et al., 2015).

There are R package interfaces for all of these programs, including R2OpenBUGS (Sturtz et al.,

2005), rjags (Plummer, 2019), and rstan (Stan Development Team, 2019), respectively. The

R package nimble (de Valpine et al., 2017) and its nimbleEcology extension for common

HMMs in ecology (Goldstein et al., 2019) use a statistical programming language similar to

BUGS and can be used for Bayesian or maximum likelihood inference. The R package pomp

(King et al., 2016) specialises in general state-space models (including HMMs) and can also be

used for Bayesian or maximum likelihood inference. Focusing on Bayesian state-space models,

the package rbi is a complete R interface for the LibBi library (Murray, 2015). The R package

TMB (Kristensen et al., 2016) generally has a steeper learning curve but can be advantageous for

maximum likelihood inference (e.g. Benhaiem et al., 2018; Marescot et al., 2018), particularly

for mixed HMMs that include continuous-valued random effects (Altman, 2007). From a

computational point of view, neither maximum likelihood estimation nor MCMC sampling

is vastly superior (cf. Patterson et al., 2017, for a more comprehensive discussion). However,

MCMC samplers that include both the parameter vector (θ) and the latent states (S1, . . . , ST ),

as commonly implemented in WinBUGS/OpenBUGS and JAGS, are inherently slow; sampling from

the parameter vector only while applying the forward algorithm to evaluate the likelihood will

often be preferable (Turek et al., 2016; Yackulic et al., 2020).
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