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Figure S1.
Time series of ocean heat content (1022J) for the 0-2000 m layer for the major ocean basins based on running pentadal analyses. Each pentadal estimate is plotted at the midpoint of the 5-year period. The vertical bars represent +/- 2.*S.E. about the pentadal estimate. The linear trend line and the percent variance accounted for by the linear trend are shown in red on each panel. Reference period is 1955-2006.
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Figure S2.
Time series of ocean heat content (1022J) for the 0-700 m layer for the major ocean basins based on running pentadal analyses. Each pentadal estimate is plotted at the midpoint of the 5-year period. The vertical bars represent +/- 2.*S.E. about the pentadal estimate. The linear trend line and the percent variance accounted for by the linear trend are shown in red on each panel. Reference period is 1955-2006.
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Figure S3. Percent variance accounted for by the linear trend of ocean heat content by 100 m-layers (Figure 2) for 1955-2010 by individual ocean basins.
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Figure S4.
Percent variance accounted for by the linear trend of zonally integrated ocean heat content (0-2000 m layer) (figure 3) as a function of latitude for individual ocean basins.
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Figure S5.
Zonal integral of the difference (2006-2010) minus (1955-1959) in OHC700 and OHC2000  for the World, Pacific, Atlantic, and Indian  Oceans as function of latitude. Units of both curves are 1020 J.
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Figure S6.
Linear trend of global geographic heat storage (Wm-2) for the World Ocean for the 0-2000m layer.
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Figure S7.
Percent variance accounted for by the linear trend of ocean heat content (0-2000 m layer) shown in figure S6.
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Figure S8.
Linear trend of global geographic heat storage (Wm-2) for the World Ocean for the 0-700m layer.
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Figure S9.
Percent variance accounted for by the linear trend of ocean heat content (0-700 m layer) (figure S8).
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Figure S10.
Time series of the thermosteric component of sea level trend mm yr-1 (0-2000 m layer) for the major ocean basins based on running pentadal analyses. Each pentadal estimate is plotted at the midpoint of the 5-year period. The vertical bars represent +/- 2.*S.E. about the pentadal estimate. The linear trend line and the percent variance accounted for by the linear trend is shown in red on each panel. Reference period is 1955-2006.
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Figure S11.
Time series of the thermosteric component of sea level trend mm yr-1 (0-700 m layer) for the major ocean basins based on running pentadal analyses. Each pentadal estimate is plotted at the midpoint of the 5-year period. The vertical bars represent +/- 2.*S.E. about the pentadal estimate. The linear trend line and the percent variance accounted for by the linear trend is shown in red on each panel. Reference period is 1955-2006.
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Figure S12.
Distribution of all temperature observations used in this study at 700 m depth for the world ocean reproduced from Locarnini et al., [2010] (statistics at all standard levels and various climatological averaging periods are available at http://www.nodc.noaa.gov/OC5/WOA09F/pr_woa09f.html).
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Figure S13.
Distribution of the standard deviation of all temperature observations used in this study at 700 m depth for the world ocean reproduced from Locarnini et al. [2010] (statistics at all standard levels and various climatological averaging periods are available at http://www.nodc.noaa.gov/OC5/WOA09F/pr_woa09f.html).
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Figure S14.
Distribution of all temperature observations used in this study at 1750 m depth for the world ocean reproduced from Locarnini et al., [2010] (statistics at all standard levels and various climatological averaging periods are available at http://www.nodc.noaa.gov/OC5/WOA09F/pr_woa09f.html).
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Figure S15.
Distribution of the standard deviation of all temperature observations used in this study at 1750 m depth for the world ocean reproduced from Locarnini et al., [2010] (statistics at all standard levels and various climatological averaging periods are available at http://www.nodc.noaa.gov/OC5/WOA09F/pr_woa09f.html).

Supplement Tables
Table S1. 
Tabular values of change in ocean heat content, volume mean temperature and related quantities for the 0-2000 m layer for the World Ocean and individual basins as determined by the linear trend for the 1955-2010 period. Heat storage is per unit area of each individual ocean basin surface.
Ocean Basin

HTrend

%VAR

HStorage
HChange             TChange

World Ocean

0.43

93.0

0.39

24.0

0.09

N. Hem.


0.21

92.0

0.47

11.9

0.11

S. Hem.


0.22

89.0

0.34

12.1

0.08

Atlantic


0.21

96.0

0.68

11.8

0.17

N. Atl.


0.12

94.0

0.73

 6.7

0.19

S. Atl.


0.09

94.0

0.63

 5.0

0.15

Pacific


0.14

84.0

0.25

 7.9

0.06

N. Pac.


0.08

80.0

0.33

 4.6

0.08

S. Pac.


0.06

64.0

0.19

 3.3

0.04

Indian


0.08

68.0

0.34

 4.3

0.08

N. Ind.


0.01

58.0

0.29

 0.6

0.07

S. Ind.


0.07

65.0

0.34

 3.8

0.08

Htrend   – the linear trend [1022 J(year)-1]

%Var     – the percent variance accounted for by the linear trend

HStorage – heat storage [Wm-2]

HChange  – total change in heat content [1022 J]
TChange  – total change in volume mean temperature [ºC]
Table S2. 
Tabular values of change in ocean heat content, volume mean temperature and related quantities for the 0-700 m layer for the World Ocean and individual basins as determined by the linear trend for the 1955-2010 period. Heat storage is per unit area of each individual ocean basin surface.
Ocean Basin

HTrend

%VAR

HStorage
HChange             TChange

World Ocean

0.30

91.0

0.27

16.7

0.18
N. Hem.


0.15

83.0

0.34

 8.6

0.23
S. Hem.


0.15

85.0

0.23

 8.1

0.14
Atlantic


0.14

93.0

0.46

 8.0

0.31
N. Atl.


0.09

84.0

0.53

 4.9

0.37
S. Atl.


0.06

90.0

0.39

 3.1

0.25
Pacific


0.10

79.0

0.19

 5.7

0.12
N. Pac.


0.06

71.0

0.24

 3.4

0.16
S. Pac.


0.04

59.0

0.14

 2.4

0.09
Indian


0.05

56.0

0.23

 3.0

0.15
N. Ind.


0.01

41.0

0.19

 0.4

0.12
S. Ind.


0.05

55.0

0.24

 2.7

0.15
Htrend  –  the linear trend [1022 J(year)-1]

%Var  – the percent variance accounted for by the linear trend

HStorage  – heat storage [Wm-2]

HChange  – total change in heat content [1022 J]
TChange  – total change in volume mean temperature [ºC]
Table S3. 
Tabular values of the thermosteric component of sea level change for the 0-2000m and 0-700m layers for the World Ocean and individual basins as determined by the linear trend for the 1955-2010 period.

Ocean Basin
TH2000
 %VAR2000
Change2000
TH700
%VAR700
Change700
World Ocean
0.54
91.0

30.0

0.41
89.0

23.2
N. Hem.

0.70
91.0

39.4

0.56
85.0

31.4
S. Hem.

0.42
87.0

23.4

0.31
83.0

17.4
Atlantic

0.93
97.0

52.1

0.69
94.0

38.8
N. Atl.

1.07
95.0

60.0

0.84
89.0

47.1
S. Atl.

0.77
94.0

42.9

0.52
89.0

29.2
Pacific

0.38
82.0

21.0

0.31
78.0

17.3
N. Pac.

0.49
77.0

27.6

0.41
70.0

22.7
S. Pac.

0.28
65.0

15.5

0.23
62.0

12.9
Indian

0.40
57.0

22.2

0.30
45.0

16.5
N. Ind.

0.48
54.0

27.0

0.36
41.0

20.1
S. Ind.

0.38
53.0

21.3

0.28
42.0

15.9
TH2000  –  the linear trend [mm(year)-1] for the 0-2000m layer
%Var2000  – the percent variance accounted for by the linear trend for the 0-2000m layer
Change2000  – total change in sea level [mm] due to thermal expansion of the 0-2000m layer

TH700  –  the linear trend [mm(year)-1] for the 0-700m layer
%Var700  – the percent variance accounted for by the linear trend for the 0-700m layer
Change700  – total change in sea level [mm] due to thermal expansion of the 0-700m layer
Auxiliary material 

Appendix:  
Error Estimates of Objectively Analyzed Oceanographic Data

The results describing the variability of ocean heat content shown here are based on gridded (1-degree latitude-longitude grid), interpolated fields at standard depth measurement levels have statistical estimates of reliability associated with them. The objective analysis procedure used for interpolation is an iterative difference-correction method as described by Levitus [1982] and Locarnini et al. [2010]. In brief, the objective analysis scheme works as follows. At each standard depth level we first average all data within each 1° square (ODSQ) and subtract a first-guess value to produce a mean anomaly value. We define an “influence” region based on an influence radius, R, around each ODSQ, and compute a “correction” using all ODSQ values in the influence region based on a Gaussian-shaped, distance-related weight function. At each ODSQ the correction is added to the first-guess field to produce an “analyzed” value. Both the climatologies and anomaly fields produced in this way are characterized by a response function that shows that features with wavelength less than 555 km have been substantially (and deliberately) reduced in amplitude. 
Mathematically at any gridpoint with coordinates (i,j) we compute an “analyzed” value as

A(i,j) = F(i,j) + C(i,j)                                                                     


(1)

in which 

F(i,j)  is a first-guess value for the gridpoint (i,j). As noted in the main text of this paper we used  FG(i,j) = 0. in the anomaly computations presented here.  

C(i,j) is a correction to the first-guess value and is defined as:

C(i,j) =       
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(2)

in which 

N = 
is the total number of ODSQs containing data within the influence region surrounding the point (i,j)

Qn = 
the difference between the observed ODSQ mean at gridpoint “n” and the first-guess value at this gridpoint so that  Qn = (On – Fn). Each ODSQ mean anomaly value is based 
on all data values that occur within the ODSQ.

wn = 
exp (-Er2R-2) for r ≤ R

wn = 
0 for r > R

r = 
distance of the nth ODSQ within the influence region from the gridpoint (i,j) that is being corrected.

E = 
4.

Thus
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(3)

in which
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The value W is just the sum of the weights within the influence region and for any particular data distribution is a constant for the influence region surrounding any gridpoint (i,j). The correction C(i,j) is simply a linear combination of all the corrections from within the influence region that are used to “correct” the first-guess value F(i,j).  
We define 
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Next we estimate statistical errors of an objectively analyzed gridded field of oceanographic data. We apply a general formula for error propagation (GFEP) [Taylor, 1997] as follows.  If an ODSQ analyzed value is A(i,j) = ΣCn (the first-guess value F(i,j) is a constant and we exclude it here), then its standard error (S.E.) according to GFEP is (we now drop the subscript from A(i,j) )
σA =      
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in which
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is the standard deviation of the anomaly values in the nth ODSQ within the influence region surrounding the gridpoint Ai,j  and 
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  is the cross covariance between the nth and mth gridpoints containing data within the influence region.
Thus in our notation,

σA =    
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(5)                          


The problem we have in evaluating (5) is that the number of observations in each ODSQ may be from one observation in data sparse regions up to several hundred or more. Ideally, we would like to have a time series of measurements in each ODSQ with which we can produce statistics but this is simply not possible with the available data. Hence to evaluate standard deviations we will use the spatial variance of ODSQs containing data. Thus we compute the standard deviation (σo) of all corrections Cn that are added to the first-guess field to produce the analyzed value A(i,j) after one pass of our objective analysis procedure with R = 666 km and γ = 0.8 (these values approximate the response function corresponding to the World Ocean Atlas 2001 [Stephens et al., 2002]three-pass analysis). The standard deviation (σo) of all observed ODSQ mean anomalies within the influence region surrounding an ODSQ at gridpoint (i,j) is defined as:
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in which 
[image: image25.wmf]n
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  is the average of the “N” ODSQ anomalies that occur within the influence region.
The cross covariance  
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 in (5) can be replaced by the quantity 
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 because the Schwarz inequality guarantees that 
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Next we assume in equation (5) that 
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  and we have the standard error of the mean of the objectively analyzed value:
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(7).
We document these statements by showing supplemental Figures S12 and S13 which are maps of
 the number of temperature observations and standard deviation of all temperature observations
 used in this study at 700m depth (from Locarnini et al. [2010]). Figures S14 and S15 show the 
same statistics for 1750m depth. Examination of maps of the standard deviation demonstrate that
 this statistic is relatively homogenous and isotropic on the data averaging scales we use in our
objective analyses for most of the world ocean.
2.  
Standard Deviation of Values Derived from ODSQ Analyzed Values

Having one-degree fields of σA simplifies the formal computation of the standard deviation of any value derived (SDDV) from the objectively analyzed fields, e.g., heat content. This is because we again use the general formula for error propagation. First, we calculate the partial derivatives (PD) of an equation used to compute any derived quantity based on our objectively analyzed field. Second, we multiply the PDs by the corresponding σA. Third, we add the squares of these products. The square root of this sum is the root-mean-square (RMS) error (or standard deviation) of the derived quantity. 

There are two major assumptions for computing RMS error this way- all σ must be independent and random.  If there are any doubts about these assumptions, a safer way is to estimate SDDV as follows [Taylor, 1997]. First, calculate the PDs. Second, multiply absolute values of the PDs by the corresponding σA. Third, add these products. This is an arithmetic sum of weighted σA (ASWS). In any case, RMS is never larger than ASWS.

For our error analysis, we compute standard errors as RMS if the derived quantity is a function of depth (i.e., for each individual ODSQ) and as ASWS if the derived variable is a function of longitude and/or latitude (i.e., for basin or zonal mean values).

References for Auxiliary Material

Levitus, S., 1982: Climatological Atlas of the World Ocean, NOAA Professional Paper No. 13, 
U.S. Gov. Printing Office, Wash., D.C., 173 pp., w/microfiche attachments.
Locarnini, R. A., A. V. Mishonov, J. I. Antonov, T. P. Boyer, and H. E. Garcia (2010), World 
Ocean Atlas 2009, Volume 1: Temperature. NOAA Atlas NESDIS 68, S. Levitus (Ed), 
U.S. Gov. Printing Office, Wash. D.C., 184 pp., (Available online at 
www.nodc.noaa.gov).

Stephens, C., J.  I. Antonov, T. P. Boyer, M. E. Conkright, R. Locarnini, T. D. O'Brien, H. E. 
Garcia, 2002: World Ocean Atlas 2001 Volume 1: Temperature. S. Levitus, Ed., NOAA 
Atlas NESDIS 49, U.S. Gov. Printing Office, Wash., D.C., 168 pp., CD-ROMs.
Taylor, J. R. (1997), An Introduction to Error Analysis, 2nd edition, Sausalito, CA. 
University Science Books, 327 pp.

2

_1395504070.unknown

_1395504074.unknown

_1395504076.unknown

_1395504078.unknown

_1395504080.unknown

_1395504081.unknown

_1395504079.unknown

_1395504077.unknown

_1395504075.unknown

_1395504072.unknown

_1395504073.unknown

_1395504071.unknown

_1395504068.unknown

_1395504069.unknown

_1395504067.unknown

