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ABSTRACT: Mesoscale eddies contain the bulk of the ocean’s kinetic energy (KE), but fundamental questions remain
on the cross-scale KE transfers linking eddy generation and dissipation. The role of submesoscale flows represents the key
point of discussion, with contrasting views of submesoscales as either a source or a sink of mesoscale KE. Here, the first
observational assessment of the annual cycle of the KE transfer between mesoscale and submesoscale motions is per-
formed in the upper layers of a typical open-ocean region. Although these diagnostics have marginal statistical significance
and should be regarded cautiously, they are physically plausible and can provide a valuable benchmark for model evalua-
tion. The cross-scale KE transfer exhibits two distinct stages, whereby submesoscales energize mesoscales in winter and
drain mesoscales in spring. Despite this seasonal reversal, an inverse KE cascade operates throughout the year across
much of the mesoscale range. Our results are not incompatible with recent modeling investigations that place the head-
waters of the inverse KE cascade at the submesoscale, and that rationalize the seasonality of mesoscale KE as an inverse
cascade-mediated response to the generation of submesoscales in winter. However, our findings may challenge those inves-
tigations by suggesting that, in spring, a downscale KE transfer could dampen the inverse KE cascade. An exploratory
appraisal of the dynamics governing mesoscale–submesoscale KE exchanges suggests that the upscale KE transfer in win-
ter is underpinned by mixed layer baroclinic instabilities, and that the downscale KE transfer in spring is associated with
frontogenesis. Current submesoscale-permitting ocean models may substantially understate this downscale KE transfer,
due to the models’muted representation of frontogenesis.

KEYWORDS: Ageostrophic circulations; Dynamics; Eddies; Energy transport; Frontogenesis/frontolysis; Instability;
Mesoscale processes; Nonlinear dynamics; Ocean circulation; Ocean dynamics; Small scale processes; Turbulence

1. Introduction

Mesoscale eddies—geostrophically near-balanced flows
with characteristic horizontal scales from tens to a few hun-
dred kilometers and time scales from weeks to months—are
ubiquitous in the ocean, and play a fundamental role in the
global circulation. As well as accounting for almost 80% of
the total oceanic kinetic energy (KE) (Ferrari and Wunsch
2009; Chelton et al. 2011; Morrow and Le Traon 2012), meso-
scale eddies effect substantial (horizontal and vertical) trans-
ports of momentum, heat, freshwater, carbon, and nutrients,
thereby shaping the time-mean oceanic flow field and prop-
erty distributions in a range of climatically important ways
(e.g., Hallberg and Gnanadesikan 2006; Griffies et al. 2015;
Llort et al. 2018; Busecke and Abernathey 2019; Sun et al.
2019). Determining the life cycle of mesoscale eddies and,
specifically, the pathways of KE between eddy generation and

dissipation, is thus essential to understand the dynamical
controls on the ocean circulation and its climatic role. How-
ever, considerable uncertainties persist around both the
generation and dissipation of mesoscale eddies, linked to
divergent views on the direction of, and mechanisms under-
pinning, the transfer of KE between oceanic flows of differ-
ent scales.

The classical paradigm of the mesoscale eddy life cycle is
founded on geostrophic turbulence theory (Gill et al. 1974;
Rhines 1975, 1979; Salmon 1978, 1980; Smith and Vallis 2002;
Ferrari and Wunsch 2009). In this view, mesoscale eddy gen-
eration stems from (i) the input of potential energy to the
ocean via the action of wind and surface buoyancy fluxes at
the large horizontal scales of basins, and (ii) the conversion of
that potential energy to KE by baroclinic instability of the
ocean’s major current systems, at horizontal scales close to
the first baroclinic Rossby radius (typically on the order of
tens of kilometers; Chelton et al. 1998). An inverse KE cas-
cade ensues, in which nonlinear eddy–eddy interactionsCorresponding author: XiaolongYu, yuxlong5@mail.sysu.edu.cn
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transfer KE toward larger scales. The inverse KE cascade ulti-
mately ceases at scales for which Rossby wave dispersion
becomes significant, leading to the emergence of zonal jets
(Rhines 1975; Panetta 1993). Dissipation of mesoscale eddies
is posited to occur through frictional processes at the top and
bottom boundaries, favored by the KE transfer toward ever-
growing vertical scales implicit in the inverse cascade. Sub-
stantial evidence in support of this paradigm is found in satel-
lite altimetric observations (Scott and Wang 2005; Tulloch
et al. 2011) andmesoscale-resolving ocean models (Arbic et al.
2013, 2014), both of which reveal an inverse KE cascade
across horizontal scales typical of mesoscale eddies. These
observations and models also indicate the occurrence of a no
table seasonal cycle in mesoscale KE, whereby generalized
increases in KE in spring (for midgyre environments) or sum-
mer (for western boundary currents) are often interpreted in
terms of processes consistent with the classical eddy life cycle
paradigm (Scharffenberg and Stammer 2010; Qiu et al. 2014;
Rieck et al. 2015; Zhai 2017) and atmospheric damping of
mesoscale KE (Zhai et al. 2008; Rai et al. 2021).

In recent years, rapid advances in theoretical understanding of
submesoscale dynamics in the ocean surface boundary layer [see,
e.g., McWilliams (2016) for a review] have begun to challenge
some important aspects of the above view. Submesoscale flows
are, like mesoscale motions, in partial geostrophic balance, but
are characterized by smaller horizontal scales (typically on the
order of a kilometer), shorter time scales (on the order of an
inertial period), higher Rossby numbers, and lower KE levels
than mesoscale flows. Submesoscale motions are commonly gen-
erated as wind and surface buoyancy fluxes—the very same forc-
ings that supply potential energy to the ocean in the classical
eddy life cycle paradigm—act on the lateral density fronts that
populate the ocean’s upper layers (Thomas 2005; Thomas and
Ferrari 2008; Taylor and Ferrari 2010; D’Asaro et al. 2011; Bran-
nigan et al. 2017; Yu et al. 2019a). This has motivated the propo-
sition, now supported by submesoscale-permitting ocean models
(Sasaki et al. 2014, 2017; Uchida et al. 2017; Dong et al. 2020;
Schubert et al. 2020), that substantial conversion of potential
energy to mesoscale KE occurs not via baroclinic instability of
major currents, but through an inverse cascade of submesoscale
KE initiated by upper-ocean frontal instabilities (Klein et al.
2019). A role of submesoscale motions as the headwaters of the
inverse KE cascade appears at odds with their well-documented
association with intense turbulent dissipation (D’Asaro et al.
2011; Yu et al. 2019a), which instead points to the existence of a
direct KE cascade at the submesoscale mediated by loss of bal-
ance and the generation of divergent, ageostrophic motions
(Capet et al. 2008a,b; Molemaker and McWilliams 2010;
Molemaker et al. 2010; Barkan et al. 2015; Poje et al. 2017).
However, a submesoscale-triggered inverse KE cascade is
often invoked to explain the seasonal cycle of mesoscale KE
in submesoscale-permitting models (Qiu et al. 2014; Sasaki
et al. 2014; Uchida et al. 2017; Dong et al. 2020; Schubert et al.
2020), in which the spring/summer increase in mesoscale KE
is a delayed, inverse cascade-mediated response to the genera-

tion of submesoscale KE by strong atmospheric forcing of
upper-ocean fronts in winter. A wintertime intensification
of submesoscale KE has been corroborated by observations
(Callies et al. 2015; Buckingham et al. 2016, 2019).

In summary, there are conflicting views on the direction and
controlling processes of the cross-scale KE transfers linking
mesoscale eddy generation and dissipation—with the role of sub-
mesoscales representing the key point of discussion. A critical
obstacle to the resolution of this problem has been the unavail-
ability to date of observations featuring both the high spatiotem-
poral resolution (resolving the small horizontal scales and short
time scales of submesoscales) and extent [capturing many (sub)-
mesoscale eddy events] required to characterize KE transfers
between submesoscale and mesoscale motions. Such observa-
tions are essential to assess the reliability of KE cascade diagnos-
tics based on global or regional ocean models that at best permit,
rather than fully resolve, submesoscale flows. Here, we address
this issue by evaluating the annual cycle of the cross-scale KE
transfer in a typical midgyre region, using a unique dataset that
meets the calculation’s required resolution and extent criteria.
The theory of cross-scale KE transfers, dataset, and analysis
methodology are outlined in section 2. Results are presented in
section 3, and discussed in section 4. Our diagnostics have mar-
ginal statistical significance and should thus be regarded cau-
tiously. However, they are also physically plausible, and can
provide a valuable benchmark against which to evaluate model-
based perspectives on the cross-scale KE transfer problem.

Our main finding is that the KE transfer between submeso-
scale and mesoscale motions exhibits two distinct seasonal
stages, with an upscale KE transfer in winter (defined as
December–February in this work) and a downscale KE trans-
fer in spring (defined as March–May) suggestively associated
with distinct upper-ocean dynamics. We show that only the
upscale KE transfer stage is successfully reproduced by a
state-of-the-art, submesoscale-permitting ocean model, likely
as a result of the model’s suboptimal representation of the
frontogenetic processes underpinning the downscale KE
transfer. The implications of our results for the ongoing
debate on the life cycle of mesoscale eddies are considered in
section 5, where conclusions are offered.

2. Theory, data, and methodology

a. Theoretical framework of cross-scale KE transfers

Our definition of the cross-scale horizontal KE transfer
(i.e., the transfer of horizontal KE between flows of different
scales) is founded on the “coarse-graining” framework, which
was introduced to physical oceanography only recently (Aluie
et al. 2018) but is well established in other fields (Leonard
1975; Germano 1992; Eyink 2005). The technique permits the
direct quantification of the nonlinear coupling between differ-
ent flow scales, and provides a measure of the rate and direc-
tion (upscale or downscale) of KE being transferred between
different scales at every spatial and/or temporal point in a
given dataset. A strength of the coarse-graining approach is
its generality, as it is free of the assumptions of homogeneity
or isotropy implicit in other frameworks (e.g., Frisch 1995).
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The coarse-graining method entails the filtering of the hori-
zontal velocity field uh(x, t) [where uh = (u, y), x = (x, y) is the
spatial position vector, and t is time] with complementary
low-pass and high-pass filters, in order to partition the
scales in the system into larger [uh l x, t( )] and smaller
uh x, t( )2uh l x, t( ) than a specified spatial or temporal scale l
(Aluie et al. 2018). This simple decomposition preserves the
fundamental physical properties of the flow and, when applied
to the dynamical equations, yields an expression for the hori-
zontal KE transfer across scale l, Pl(x, t), such as

Pl x, t( ) � 2
1
2

=huhl 1=huh
T
l

( )
: uhuh l 2 uh luh l( ), (1)

where =h and superscript T respectively denote the horizontal
gradient and transpose operators, the colon is a tensor inner
product that generates a scalar, and positive (negative) values
of Pl indicate horizontal KE transfers directed toward larger
(smaller) values of l. See Aluie et al. (2018) for details of this
derivation. As noted by these authors, the coarse-graining
approach is superior to other methods in that it satisfies Gali-
lean invariance, while other approaches are affected by a
gauge freedom and so do not provide a unique definition of
the cross-scale horizontal KE transfer.

In this work, we use (1) to quantify the KE transfer
between submesoscale and mesoscale motions, by differenti-
ating between the two classes of flow in terms of their fre-
quency v [i.e., l is taken as v in our application of (1); see
section 2c]. Thus, we hereafter refer to the cross-scale KE
transfer as Pv. Note that, from a mathematical perspective,
the coarse-graining approach can be indistinctively applied in
the wavenumber and frequency domains. A discussion and
explicit demonstration of this statement is provided by
Barkan et al. (2017). The coarse-graining method draws
parallels with an extensive literature focused on the repre-
sentation of subgrid-scale turbulent processes in ocean
models, in which relationships between such processes and
the properties of coarser flows are assessed and utilized for
the development of parameterizations (e.g., Gent et al.
1995; Griffies 1998; McDougall and McIntosh 2001; Eden
and Greatbatch 2008; Marshall et al. 2012).

b. Data

Our analysis makes use of two datasets, described in
sequence below. The primary dataset comprises a suite of
observations of the evolution of upper-ocean hydrography
and horizontal velocity over one annual cycle in a typical
midgyre area. The second dataset consists of the output of a
submesoscale-permitting global ocean model.

1) OBSERVATIONS

The measurements analyzed here were obtained by nine
bottom-anchored subsurface moorings deployed over the Por-
cupine Abyssal Plain site in the northeast Atlantic Ocean for
the period September 2012–September 2013 (Fig. 1a), under
the auspices of the OSMOSIS (Ocean Surface Mixing–Ocean
Submesoscale Interaction Study) project (Buckingham et al.
2016; Damerell et al. 2016; Thompson et al. 2016). The site is

in an abyssal plain of depth close to 4800 m. It is analogous to
many open-ocean areas far away from the western boundaries
of ocean basins and from complex topography, in that it hosts
a weak time-mean circulation and moderate (sub)mesoscale
eddy and internal wave energy levels (Buckingham et al.
2016, 2019; Thompson et al. 2016; Yu et al. 2019b; Erickson
et al. 2020; Callies et al. 2020). As such, it is expected to be
broadly representative of midgyre regions across the extra-
tropical global ocean. This expectation is endorsed by the
observed seasonal cycles of mixed layer depth and mesoscale
KE, which are comparable in magnitude and phase to those
of many other midgyre areas elsewhere (section 3a). A caveat
of our study is that, while such comparability suggests that
our diagnosed seasonal contrast between cross-scale KE
transfers in winter and spring is likely to be of wider spatio-
temporal representativeness, corroborating this finding will
require observations of other regions and years.

The mooring array is arranged in two concentric quadrilaterals
with a centrally located single mooring. The outer and inner quad-
rilaterals have respective side lengths of 13 and 2.5 km. Thus, they
respectively resolve mesoscale flows with horizontal scales as small
as the local first-baroclinic Rossby radius (15–32 km), and subme-
soscale flows with horizontal scales comparable to the local mixed
layer Rossby radius (1–4 km) (Yu et al. 2019b; Callies et al. 2020).
Mooring sensors comprised a series of paired Nortek
Aquadopp acoustic current meters (ACMs) and Seabird
MicroCAT conductivity–temperature–depth (CTD) instru-
ments with a vertical interpair spacing of 30–100 m, span-
ning the approximate depth interval of 30–530 m (Fig. 1b).
The central mooring was the most heavily instrumented,
with 13 CTD/ACM pairs. The inner and outer moorings
had seven and five such pairs, respectively. Mooring obser-
vations captured most of the pycnocline and ocean interior
throughout the year, and most of the mixed layer between
November and April. CTD/ACM pairs sampled at tempo-
ral intervals of 5–10 min, with measurement errors that are
negligible for the purposes of this work (appendix A). The
mooring measurements were complemented by hydro-
graphic observations acquired by two ocean gliders that
navigated in a bow-tie pattern across the mooring array for
the entire sampling period (Damerell et al. 2016; Thomp-
son et al. 2016).

The type of spatial arrangement used in the OSMOSIS
array is rare in mooring deployments, and makes this dataset
particularly well suited to quantifying the mesoscale lateral
gradients of horizontal velocity required for the calculation of
Pv using (1). We will set these localized mooring-based diag-
nostics in a wider spatiotemporal context by repeating the cal-
culation of Pv using surface geostrophic velocity fields
derived from the delayed-time gridded 0.258 3 0.258 AVISO
global altimetric product, which affords effective horizontal
and temporal resolutions of O(100) km and O(1) month
(Ballarotta et al. 2019).

2) NUMERICAL MODEL

The output of one of the most realistic high-resolution
ocean models (the LLC4320 simulation; Menemenlis et al.
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2008; Arbic et al. 2018; Su et al. 2018) available for the
OSMOSIS area is considered here to assess the robustness of
observational results, enrich their interpretation, and probe
the limitations of submesoscale-permitting models in repre-
senting cross-scale KE transfers. The LLC4320 simulation
was performed using the MITgcm on a global latitude–longi-
tude–cap (LLC) grid for a period of 14 months (limited by
computational power requirements) between 10 September
2011 and 15 November 2012. The model has a horizontal grid
spacing of 1/488 (equivalent to a distance of 1.5–2.3 km in the
OSMOSIS region) and 90 vertical levels (with spacings rang-
ing from 1 m near the ocean surface to 480 m near the bot-
tom), and thereby resolves mesoscale eddies and part of the
internal wavefield and permits submesoscale variability. Hori-
zontal wavenumber spectra suggest that the effective horizon-
tal resolution of LLC4320 is about 10 km (Yu et al. 2019b).
The model time step was 25 s, and model variables were
stored as snapshots at hourly intervals. The model was forced
with a prescribed atmospheric state (including 6-hourly 10-m
wind velocity, 2-m air temperature and humidity, downwelling
longwave and shortwave radiation, and atmospheric pressure
load) from the ECMWF operational reanalysis, using bulk
formulae to compute turbulent air–sea fluxes. The model also
used the full luni-solar tidal potential to force ocean tides. See
Menemenlis et al. (2008), Arbic et al. (2018), and Su et al.
(2018) for further details of the LLC4320 simulation.

c. Analysis

Measurements of temperature, salinity, pressure, and hori-
zontal velocity recorded by all moorings are (i) averaged onto
hourly intervals between 5 September 2012 and 2013, (ii) line-
arly interpolated onto surfaces of constant depth at 10-m
intervals between depths of 50 and 520 m, and (iii) linearly
interpolated onto uniform 10-min intervals. Potential density
(referenced to the ocean surface) and depth are calculated
from temperature, salinity and pressure using the Gibbs Sea-
water Oceanographic Toolbox (McDougall and Barker 2011).
Differences between potential and neutral densities, associated

with compressibility effects, are estimated to be negligible over
the uppermost 520 m (Yu et al. 2019b).

Our approach in this work is to distinguish between meso-
scale and submesoscale motions by time scale, rather than fol-
low a traditional, horizontal scale-based definition. Although
this approach appears at odds with the classical formulation
of geostrophic turbulence theory in horizontal wavenumber
space (Rhines 1975, 1979; Salmon 1978, 1980), it is optimally
suited to the OSMOSIS dataset, which is finely resolved in
time (with an effective temporal resolution of ,30 min) but
poorly resolved in horizontal space (with only a small set of
resolved horizontal distances, corresponding to the separa-
tions between pairs of moorings; Callies et al. 2020). Relating
our results to those of previous studies thus requires the asser-
tion that cross-scale KE transfers in frequency space map
directly onto horizontal wavenumber space.

This assertion is founded on two factors. First, frequency
and horizontal wavenumber spectra of subinertial (i.e., with
frequencies lower than the inertial frequency f) KE in the
ocean are characteristically red (Ferrari and Wunsch 2009;
see also Frankignoul and Hasselmann 1977): KE increases
quasi-monotonically with decreasing frequency and horizon-
tal wavenumber, such that slowly evolving eddies are system-
atically larger than rapidly evolving eddies. This feature of the
ocean’s eddy field may be readily illustrated with a 2D (fre-
quency–horizontal wavenumber) spectrum of KE in the
LLC4320 simulation of the OSMOSIS area (Fig. 2a), which
reproduces the expected relationship between eddy frequency
and horizontal size, and shows that such relationship breaks
down for near- and superinertial internal wave motions (e.g.,
near-inertial waves and internal tides are characterized by
horizontal wavenumbers as small as those of the lowest-fre-
quency subinertial eddies). The recent analysis of Callies et al.
(2020) directly confirms the key features of this model-based
KE spectrum with the OSMOSIS data. Second, investigation
of the KE cascades in mesoscale-permitting or -resolving
numerical models of varying degree of realism (Arbic et al.
2012, 2014; Sérazin et al. 2018; O’Rourke et al. 2018) suggests

(a) (b)

FIG. 1. (a) Map of the study region in the Northeast Atlantic, with Rossby number (quantified as the ratio of rela-
tive to planetary vorticities) from a LLC4320 simulation snapshot on 20 Dec 2011 (shading). The location of the
OSMOSIS mooring array is indicated by the cross, and the array’s spatial layout is expanded in the inset (central
mooring marked by a black circle, inner moorings marked by blue circles, and outer moorings marked by red circles).
The dashed rectangle shows the area of the LLC4320 simulation considered in the present analysis. (b) 3D configura-
tion of the OSMOSIS array, with positions of current meters and CTDs respectively marked by squares and crosses.
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that the rate and direction of KE transfers in frequency space
are generally in agreement with those in horizontal wavenumber
space, such that the KE transfers may be assessed in either
space. Thus, over a wide range of scales and conditions, KE
is expected to transfer toward slowly evolving eddies as it
transfers toward large eddies, and toward rapidly evolving
eddies as it transfers toward small eddies. We have corrobo-
rated that this expectation holds in the OSMOSIS area in
the LLC4320 simulation (appendix B). Note that, although
relatively infrequent in the geostrophic turbulence context,
a frequency–space formulation of KE transfers is common
in studies of the interactions between (sub)mesoscale eddies
and internal waves (Polzin 2010; Barkan et al. 2017; Jing
et al. 2018; Cusack et al. 2020).

Our frequency-based definition of mesoscale and submeso-
scale motions is designed by reference to frequency spectra of
KE measured by the OSMOSIS moorings, an example of which
is shown in Fig. 2b. While there are some variations in the fre-
quency partitioning of KE with depth and season (not shown),
all spectra have a number of features in common that are typical
of KE spectra across much of the global ocean (Ferrari and
Wunsch 2009), namely, a quasi-monotonic increase in KE with
decreasing frequency, punctuated by local peaks at the semidiur-
nal (M2) tidal frequency, its M4 harmonic, and the inertial fre-
quency, as well as by a broad “shoulder” at frequencies of,83
1023 cycles per hour (approximately corresponding to periods of
.5 days) associated with mesoscale flows. Since this work is
solely concerned with subinertial motions, we notionally exclude
near-inertial and superinertial flows by setting the high-frequency
boundary of the submesoscale band at the frequency of the subi-
nertial spectral minimum, v = 4.23 1022 cycles per hour (corre-
sponding to a period of 1 day, or approximately one and a half
times the inertial period). In turn, the boundary between meso-
scale and submesoscale motions is established by the abrupt
change in spectral slope that occurs at the high-frequency flank

of the mesoscale shoulder (Callies et al. 2020), which we identify
with a frequency of v = 83 1023 cycles per hour [corresponding
to a period of 5 days and a horizontal scale of ∼20 km, where
this distance was determined via a frequency-resolved structure
function analysis (Callies et al. 2020)]. The mesoscale band is
assumed to span all sampled frequencies lower than this value
(i.e., down to semiannual). Although the choice of the boundary
between mesoscale and submesoscale motions is subject to some
ambiguity, our diagnostics of Pv are qualitatively insensitive to
reasonable perturbations to that boundary—as well as to other
sources of uncertainty in the calculation in (1). See appendix A
for a quantitative assessment of these uncertainties. In section 3,
we will also examine Pv at lower (mesoscale) frequencies than
that of the submesoscale–mesoscale boundary, in order to place
our results in the context of previous investigations of the inverse
KE cascade at mesoscale eddy scales (e.g., Scott and Wang 2005;
Tulloch et al. 2011; Arbic et al. 2013, 2014).

The computation of Pv for each frequency vi is performed
by applying a fourth-order Butterworth filter with a cutoff of
vi to the (gridded observational, or model) data. In the obser-
vational case, horizontal gradients are calculated using finite-
difference methods applied to each of 30 triplet/quadruplet
combinations of horizontal velocities from inner (or outer)
moorings, followed by averaging of horizontal gradient esti-
mates from individual inner-mooring (or outer-mooring)
combinations. The results of all calculations presented here
are robust to the choice of computational approach (i.e., all
possible triplet/quadruplet combinations of horizontal veloci-
ties yield similar diagnostics).

3. Results

Our assessment of cross-scale KE transfers in the OSMOSIS
area is presented in three stages. First, observational diagnostics

5 days

1 day

M2

f

5
 d

a
ys

1
 d

a
y

f M2 M4

M4

(a) (b)

FIG. 2. (a) Frequency–horizontal wavenumber spectrum of KE (multiplied by frequency and horizontal wavenum-
ber) at the surface in the OSMOSIS area in the LLC4320 simulation (dashed rectangle in Fig. 1a). (b) Illustrative fre-
quency spectra of KE at 50 and 500 m in the OSMOSIS mooring observations. Gray shading indicates 95% confi-
dence intervals. Significant periods are marked by dashed lines and labeled in both panels.
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of Pv are documented at face value (section 3a), momentar-
ily setting aside caveats stemming from their marginal statis-
tical significance. Second, these caveats are quantified and
discussed (section 3b), and the reader is invited to regard
our observational results with caution. Third, diagnostics of
Pv in the LLC4320 model are provided to (i) gain further
insight into sampling uncertainties potentially affecting our
observational results and (ii) identify similarities and differ-
ences with the observations that may point to model
strengths and weaknesses (section 3c).

a. Observational estimates of cross-scale KE transfers

The evolution of the mesoscale and submesoscale classes of
KE (as defined in section 2c) over the annual cycle sampled
by the OSMOSIS moorings is shown in Figs. 3b and 3c, con-
textualized with the mixed layer depth (contours) and the
depth-integrated subinertial KE (Fig. 3a). As expected from
the frequency spectra of KE in our study area (Fig. 2b) and
elsewhere (Ferrari and Wunsch 2009), mesoscale flows are

substantially more energetic than submesoscale motions, typi-
cally by a factor of 2–4 and occasionally by as much as an
order of magnitude. The two flow classes exhibit broadly simi-
lar temporal changes, but their vertical structures are distinct
(cf. Figs. 3d,e). Mesoscale flows are characteristically intensi-
fied near the surface and display only a gentle reduction in
their KE with depth. In contrast, submesoscale motions are
most energetic within and near the base of the mixed layer,
and decay comparatively rapidly with depth. This difference
in vertical structure qualitatively conforms to expectations
from (linear and nonlinear) instability theory–based
descriptions of mesoscale and submesoscale flows (Haine
and Marshall 1998; Fox-Kemper et al. 2008; Tulloch et al.
2011; Callies and Ferrari 2013; Callies et al. 2015, 2016).

Both mesoscale and submesoscale motions are relatively
quiescent during autumn, when the mixed layer deepens as a
result of vigorous wind forcing and atmospheric cooling
(Thompson et al. 2016; Buckingham et al. 2019). As winter
sets in, mesoscale and submesoscale flows are intermittently

FIG. 3. Time series of (a) KE at a nominal depth of 51 m from the OSMOSIS central mooring observations (red
line), and at the surface from AVISO satellite altimetry (blue line; calculated at the grid point nearest the central
mooring), (b) mesoscale KE, and (c) submesoscale KE. The mixed layer depth as determined from glider measure-
ments is shown by the black contour in (b) and (c). Note the different color bar ranges in (b) and (c). (d),(e) The
time-mean profiles (black lines) and standard errors (gray shading) of mesoscale and submesoscale KE, respectively.
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energized by up to one order of magnitude, and persist in that
invigorated state during the wintertime period of pronounced
fluctuations in the mixed layer depth and the springtime phase of
rapid upper-ocean restratification. A generally inactive summer
follows, punctuated by two high-KE events in August–Septem-
ber. Overall, the seasonal pattern of mesoscale KE measured by
the OSMOSIS moorings—with energy levels increasing through
winter and peaking in late spring—is characteristic of the clima-
tological annual cycle in the northeast Atlantic as documented
by altimetry (see, e.g., Fig. 3a), as well as of the seasonal evolu-
tion of the mesoscale eddy field in other midgyre regions across
the global ocean (Zhai 2017).

The time series of cross-scale KE transfer between mesoscale
and submesoscale motions (Fig. 4a) follows broadly the seasonal
evolution of KE, with elevated and highly intermittent values of
Pv at times of intensified mesoscale and submesoscale flows,
particularly in winter and spring. During these periods, Pv regu-
larly attains a magnitude on the order of 1027 m2 s23 that is com-
parable to the local rates of change of the mesoscale and
submesoscale classes of KE (Figs. 4c,d), suggesting that cross-
scale KE transfers are a significant driver of the annual cycle of
mesoscale and submesoscale flows.1 The sense of this driving,
however, is not uniform throughout the year, but rather
reverses in March, around the transition between winter and
spring (Fig. 4a). Whereas during winter KE transfers toward
lower frequencies (i.e., upscale, from submesoscale to meso-
scale), in spring the KE transfer is directed toward higher fre-
quencies (i.e., downscale, from mesoscale to submesoscale).
Notably, these two distinct stages of cross-scale KE transfer
are characterized by different vertical structures (Fig. 4e).
Upscale KE transfers in winter are focused in or near the
mixed layer, and decrease to near-zero values well below the
mixed layer base. Conversely, downscale KE transfers in
spring regularly exhibit nonzero values over the entire water
column segment measured by the OSMOSIS moorings.

A succinct overview of the annual cycle of KE transfers
between mesoscale and submesoscale motions is obtained by
cumulatively integrating Pv with time at each depth in the
OSMOSIS dataset (Fig. 4b). This perspective emphasizes the
progressive effects of the intermittent, short-lived, high-trans-
fer events that dominate Fig. 4a. The two-stage nature of the
annual cycle of cross-scale KE transfer, and the distinct verti-
cal structure characteristic of each stage, are now obvious. A
net upscale KE transfer occurs within the mixed layer from
mid-November and peaks in late February. There is little
cross-scale KE transfer beneath the mixed layer base during
this period. In contrast, a net downscale KE transfer occurs at
all depths from March, peaking in late June. The net down-
scale KE flux in spring is largest in the uppermost 200 m, i.e.,
at depths encompassed by the winter mixed layer, but is also

substantial at depths below the winter mixed layer base. Note
that, while the broad magnitude and spatiotemporal structure
of the cross-scale KE transfer displayed in Figs. 4a and 4b are
robust to analysis choices, the sign of the net, annually inte-
grated downscale KE transfer apparent in Fig. 4b is not robust
(see discussion of Fig. 5 below). Thus, our diagnostics indicate
that the wintertime upscale and springtime downscale stages
of the annual cycle of Pv are associated with KE transfers of
the same order, but we are unable to confidently determine
the sign of their residual.

A final point of note in our results concerns the frequency
ranges acting as sources and sinks of the KE transferred upscale
in winter, and of the KE transferred downscale in spring. Exami-
nation of Fig. 5, showing Pv at the illustrative depth of 140 m as
a function of frequency, reveals a systematic difference between
the two stages of cross-scale KE transfer.2 Upscale KE transfer
events in winter operate across all resolved subinertial frequen-
cies (as low as ∼3 3 1027 cycles per second, equivalent to peri-
ods as long as ∼40 days), and typically peak at a frequency of
∼1026 cycles per second (a period of ∼10 days). This indicates
that the wintertime upscale KE transfer activates the entire sub-
mesoscale range, and that it entails a net transfer of KE to meso-
scale eddies with periods longer than ∼10 days. In contrast,
downscale KE transfer events in spring act primarily at frequen-
cies higher than ∼5 3 1027 cycles per second (periods shorter
than ∼20 days), and typically peak at a frequency of ∼2 3 1026

cycles per second (a period of ∼5 days). This suggests that the
springtime downscale KE transfer does not substantially drain
the bulk of the mesoscale range, but mainly fluxes KE across the
mesoscale–submesoscale boundary. At periods longer than ∼20
days, upscale KE transfers are generally prevalent throughout
the year, as expected from the occurrence of an inverse KE cas-
cade over the low-horizontal-wavenumber mesoscale range pre-
viously documented in altimetric observations (Scott and Wang
2005; Tulloch et al. 2011). The local presence in the OSMOSIS
region of such an inverse KE cascade in horizontal wavenumber
space has been confirmed here through analysis of the altimetric
measurements (not shown).

b. Robustness of observational estimates of cross-scale
KE transfers

As advanced in section 3a, our central result of the occur-
rence of two seasonal stages—of comparable magnitude and
distinct vertical structure—in the KE transfer between meso-
scale and submesoscale flows at the OSMOSIS site is stable
for the location and period measured by the mooring array.
This is demonstrated through an analysis of the uncertainties
introduced in our estimate of Pv by the nontrivial (horizontal
and vertical) motion of the moorings, and instrumental errors.
This analysis is detailed in appendix A and concludes that all
the salient cross-scale KE transfer events in Fig. 3a, and their

1 A close match between the temporal evolutions of the local
rate of change of mesoscale (or submesoscale) KE and of Pv is
not expected because the first of these terms is likely to be domi-
nated by spatial transports of KE, with further contributions from
forcing, conversion of potential to KE, and dissipation [see Eq. (6)
in Aluie et al. (2018)].

2 Two semi-independent estimates of Pv are presented, based
on horizontal velocity gradients computed from either the inner
moorings (Figs. 5a,c) or the outer moorings (Figs. 5b,d), in order
to illustrate the robustness to analysis choices of the key diagnos-
tics discussed here.
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seasonally integrated effects in Fig. 3b, are qualitatively insen-
sitive to such sources of error, with corresponding quantita-
tive uncertainties on the order of 10%.

An additional source of error in our Pv diagnostics stems
from the moorings’ suboptimal sampling of the spatiotempo-
rally complex flow field, linked to the limited horizontal reso-
lution [which restricts estimation of the low-frequency lateral
gradients in (1) to a small set of resolved horizontal distances]
and extent [1 year, which encompasses a relatively modest
number of (sub)mesoscale eddy events] of the measurements.
To probe this sampling uncertainty, we perform an array of
alternative calculations of Pv, founded on synthetic time
series of horizontal velocity that have the same amplitudes as
in the observations but (on average) zero cross-scale KE
transfers (appendix C). This assessment suggests that, despite
its dynamical plausibility (section 4a) and consistency with
model results (section 3c), the wintertime upscale KE transfer
may arise from sampling issues. Although the springtime
downscale KE transfer is robust to such issues, clearly there

are elements of our KE transfer diagnostics that lie at the
margins of statistical significance—so our observational
results must be treated cautiously.

The limiting influence of sampling errors is also apparent in
our estimates of cross-scale KE transfers at frequencies other
than that of the submesoscale–mesoscale boundary (Fig. 5),
which inform our characterization of the scales acting as sour-
ces and sinks of the wintertime upscale KE transfer and
springtime downscale KE transfer across that boundary. Cal-
culations of Pv reliant on horizontal gradients computed from
the inner moorings (Fig. 5a) and from the outer moorings
(Fig. 5b) generally agree on the temporal and frequency dis-
tributions of the KE transfer, although the magnitude of outer
mooring-based diagnostics is typically reduced relative to that
of inner mooring-based diagnostics by a factor of 2–3. These
quantitative differences can, at times, result in the two esti-
mates of the time-integrated KE transfer acquiring opposite
signs (e.g., in spring; cf. Figs. 5c,d). Such an issue, however,
affects only relatively low frequencies in the mesoscale range

FIG. 4. Time series in the OSMOSIS mooring observations of (a) cross-scale KE transfer between mesoscale and
submesoscale motions,Pv (with positive values indicating a downscale KE transfer; observational uncertainties in Pv

are typically ,4 3 1028 m2 s23, see appendix A), (b) temporal integral of Pv, (c) temporal rate of change of meso-
scale KE, and (d) temporal rate of change of submesoscale KE. The mixed layer depth as determined from glider
measurements is shown by the black contour in (a)–(d). (e) The time-mean profiles (solid lines) and standard errors
(shading) of cross-scale KE transfers in winter (December–February) and spring (March–May) are shown.
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(periods longer than ∼5 days, which have the lowest number
of degrees of freedom in the OSMOSIS record) and is ephem-
eral, so that the sign of the annually integrated KE transfer is
widely consistent between outer and inner mooring-based
diagnostics.

All in all, a recurrent feature of our Pv estimates is their
reduced robustness as longer-time-scale effects are considered.
Such effects result from the imperfect cancellation between
large, oppositely signed KE transfers, and are thereby expected
to be especially sensitive to sampling uncertainties. A more com-
prehensive characterization of the sampling errors in our obser-
vational estimates of Pv will be provided in section 3c, by
reference to the LLC4320 simulation.

c. Cross-scale KE transfers in the LLC4320 model

We next compute the annual cycle of cross-scale KE trans-
fers in the LLC4320 simulation, by applying the same meth-
odology as that of the observational analysis at each model
grid point within a 290 km 3 260 km area encompassing the
OSMOSIS mooring site (Fig. 1a). The rationale of this model-
based computation is twofold. First, consideration of a wider
area instead of a small cluster of model grid points (which
would be more akin to the mooring observations) enables us
to further assess how sampling limitations may influence our
observational diagnostics. As indicated in section 3b, such
limitations may be nontrivial, given the moorings’ finite sam-
pling capability and the expected spatiotemporal patchiness
of the KE transfer field [see, e.g., the model-based calculation
by Schubert et al. (2020)]. Second, assessment of KE transfers
in the LLC4320 simulation allows us to evaluate its degree of
agreement with mooring-based results, and thereby provides
a window into the strengths and weaknesses of state-of-the-
art, submesoscale-permitting ocean models. Note that, as out-
lined in section 2b, the model and observations span different
years (2011–12 and 2012–13, respectively), so that our mode-
l–observations comparison rests on the assumption that both
years are widely representative.

The annual cycles of the spatially averaged mesoscale KE,
submesoscale KE, KE transfer between mesoscale and submeso-
scale motions, and time-integrated KE transfer in the model
are respectively shown in Figs. 6a–d. The magnitudes, annual
evolutions and vertical structures of the modeled mesoscale and
submesoscale KE classes (Figs. 6a,b,e,f) are broadly in line with
the OSMOSIS observations (Figs. 3b–e), with generally elevated
KE levels in winter and spring in both datasets. There is, how-
ever, a nontrivial distinction between the model and the observa-
tions. While in the latter mesoscale and submesoscale motions
are energized quasi-concurrently throughout the year, the spring-
time invigoration of mesoscale flows in the model appears to
continue into the summer over 1–2 months after submesoscale
motions have decayed. This points to a significant difference
between the modeled and observed cross-scale KE transfers,
which we elicit next through direct inspection of such transfers.

As for the observations (Fig. 4a), the cross-scale KE trans-
fer in the model (Fig. 6c) is near-zero in the summer and early
autumn, and is predominantly upscale in winter, when it
occurs at a characteristic, surface-intensified rate regularly
approaching 1027 m2 s23. Yet, unlike for the observations,
the modeled cross-scale KE transfer continues to be primarily
upscale in spring. Although there are indications of a few
weak [O(1028) m2 s23], deep-penetrating events of downscale
KE transfer qualitatively reminiscent of those in the measure-
ments, the model’s cross-scale KE transfer in spring is statisti-
cally indistinguishable from that in winter. The persistence of
upscale KE transfers into spring results in the model hosting
an annually integrated inverse KE cascade (Fig. 6d), whereby
submesoscales systematically energize the mesoscale eddy
field throughout winter and spring. While this finding is in
accord with previous analyses of cross-scale KE transfers in
submesoscale-permitting models (Sasaki et al. 2014, 2017;
Uchida et al. 2017; Klein et al. 2019; Dong et al. 2020), it
stands in contrast with the more nuanced observational pic-
ture described earlier in our work—in which submesoscales
may both supply and drain mesoscale KE at distinct stages of

FIG. 5. Time series in the OSMOSIS mooring observations (averaged over the 50–150-m depth range) of cross-scale KE transfer, Pv

(with positive values indicating a downscale KE transfer), as a function of frequency, computed from (a) the central and inner moorings
and (b) the central and outer moorings. (c),(d) The temporal integrals of Pv in (a) and (b), respectively. Significant periods in all panels
are marked by dotted lines in all panels and are labeled in (a).
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the annual cycle (Fig. 4b). The model (Fig. B1) and observa-
tions (Fig. 5) do agree, however, in indicating the occurrence
of an inverse KE cascade across the bulk of the mesoscale
range, in line with findings from mesoscale-resolving models

(Arbic et al. 2013, 2014) and altimetric measurements (Scott
and Wang 2005; Tulloch et al. 2011).

To assess the robustness of the model–observations similar-
ities and differences to measurement subsampling issues, we

FIG. 6. Time series in the LLC4320 simulation (averages over dashed rectangle in Fig. 1a) of (a) mesoscale KE, (b)
submesoscale KE, (c) cross-scale KE transfer between mesoscale and submesoscale motions,Pv (with positive values
indicating a downscale KE transfer), and (d) temporal integral of Pv. The mixed layer depth is shown by the black
contour in (a)–(d). (e),(f) The time-mean profiles (solid lines) and standard errors (shading) of mesoscale and subme-
soscale KE, respectively.
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examine the spatial patchiness of the model’s KE transfer
between mesoscale and submesoscale flows within the domain
analyzed (Fig. 7). Inspection of maps of the wintertime
(Fig. 7a) and springtime (Fig. 7b) cross-scale KE transfers
reveals that there is substantial inhomogeneity in the distribu-
tion of Pv, with downscale KE transfers prevailing in some
areas of horizontal extent comparable to that of the OSMO-
SIS mooring array in both seasons. Note, however, that only
11.6% of model grid points exhibit both wintertime upscale
and springtime downscale KE transfers, i.e., a seasonal cycle
of the cross-scale KE transfer in accordance with our moor-
ing-based diagnostics. A direct quantitative comparison of the
observational and model-derived estimates of the cross-scale
KE transfer is provided by Figs. 7c and 7d, which respectively
display the observational winter-mean and spring-mean val-
ues of Pv in the context of the probability distribution func-
tions of the model’s KE transfer in each season. This
comparison demonstrates that, while observations and model
are not inconsistent in winter, they are unambiguously incom-
patible in spring, when the observational season-mean Pv is

more strongly downscale than the KE transfer in any model
grid point.

4. Discussion

Next, we discuss our findings on the KE transfers between
mesoscale and submesoscale motions in two steps. First, we con-
sider the physical processes potentially implicated in the cross-
scale KE transfers—briefly disregarding reservations on the sta-
tistical significance of the KE transfer diagnostics—to suggest
that the upscale and downscale transfer stages are underpinned
by distinct dynamics. Second, we draw on our assessment of
cross-scale KE transfers in the LLC4320 simulation, in compari-
son to observational results, to extract lessons for the representa-
tion of mesoscale–submesoscale interactions in ocean models.

a. Dynamics of KE transfers between mesoscale and
submesoscale motions

We now explore the physical processes underpinning each of
the two seasonal stages of the KE transfer between mesoscale and

FIG. 7. Time-mean and depth-averaged (over the 50–520-m range) cross-scale KE transfer between mesoscale and
submesoscale motions, Pv (with positive values indicating a downscale KE transfer), in (a) winter (December–
February) and (b) spring (March–May), for the LLC4320 simulation. (c),(d) Probability distribution functions of Pv

for the simulation in winter and spring, respectively. The dashed red lines in (c) and (d) indicate the seasonal-mean
values of Pv diagnosed from the OSMOSIS moorings.
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submesoscale motions, assuming for the sake of discussion that
both stages are genuine and not a statistical artifact—the latter
being a possibility that we cannot definitively discount. Although
this assessment is far from conclusive (due to the finite length of
the observational record and the unavailability of measurements
of some relevant variables, such as vertical velocity within the
mixed layer), the OSMOSIS observations contain sufficient infor-
mation to suggest plausible dynamical interpretations of each sea-
sonal KE transfer stage. These interpretations will be tested
against the LLC4320 simulation, and used to elucidate characteris-
tic model strengths and weaknesses, in section 4b.

An overview of the wintertime upscale KE transfer and its
dynamical context is provided by Fig. 8. Upscale KE transfers
are now clearly seen to occur in the form of short-lived events
(indicated by blue arrows in the upper axis) with a magnitude of
O(1027) m2 s23 and a typical duration of a few days (Fig. 8a),
clustered in several periods in December–February. Clusters of
upscale KE transfer events are interspersed with longer episodes
of near-zero KE transfer, which are sometimes punctuated by
ephemeral instances of downscale KE transfer. Close inspection
of the evolution of the mixed layer depth indicates that upscale
KE transfer events regularly follow rapid mixed layer shoaling
(e.g., the second and fourth events), and that, in contrast, little
KE transfer occurs when the mixed layer is consistently deeper
than in preceding or subsequent periods (e.g., between the sec-
ond and third events, or between the third and fourth events).

The processes behind this correspondence between the direc-
tionality of the cross-scale KE transfer and the mixed layer’s
behavior are illuminated by Figs. 8b and 8c, which respectively
show the vertical buoyancy flux w′b′ (i.e., the rate of restratifica-
tion; where w is the vertical velocity, b is buoyancy, and primes
represent perturbations relative to a temporal mean) below the
mixed layer base (Su et al. 2018; Yu et al. 2019b) and the poten-
tial vorticity [q = (fk 1 = 3 u) · =b; where k is the vertical unit
vector, = is the 3D spatial gradient operator, and u is the 3D
velocity], negative values of which (strictly, fq , 0) indicate con-
ditions favorable to the development of submesoscale gravita-
tional and symmetric instabilities (Thomas et al. 2013; Thompson
et al. 2016; Buckingham et al. 2021; Yu et al. 2021). Both w′b′
and q are diagnosed from the OSMOSIS mooring observations,
as described by Yu et al. (2019b, 2021). Briefly, w is assessed by
applying the mass conservation equation after neglecting the dif-
fusion term, and is thus available only below the strongly diabatic
mixed layer. Parameters w′ and b′ are respectively computed as
deviations from 10-day running means of w and b, with this time
scale selected to span the decorrelation scales of both variables.
See section 2c in Yu et al. (2019b) for a more detailed justifica-
tion of these analytical choices.

Periods of near-zero or weakly downscale KE transfer and
a depressed mixed layer base are commonly associated with
negative q values conducive to the onset of gravitational and
symmetric instabilities (blue shading in Fig. 8c), which
sequentially induce a deepening and shoaling of the mixed
layer in response to intense wind and buoyancy forcings
(Thompson et al. 2016; Yu et al. 2021). Immediately after this
forcing ceases, and just as upscale KE transfer ensues, q
becomes positive (red shading in Fig. 8c) and further restrati-
fication occurs, evidenced by both a contracting mixed layer

and positive vertical buoyancy fluxes below the mixed layer
(red shading in Fig. 8b). The relationship between upscale
(i.e., negative) KE transfers and restratifying (i.e., positive)
vertical buoyancy fluxes is explicitly borne out by Fig. 8d,
which reveals a statistically significant anticorrelation (r =
20.44, p , 0.05) between the two variables in winter. This
suite of dynamical signatures (positive potential vorticity,
mixed layer shoaling, and restratifying vertical buoyancy
fluxes) are suggestive of the occurrence of mixed layer baro-
clinic instability (Boccaletti et al. 2007; Fox-Kemper et al.
2008; Thompson et al. 2016), whereby overturning motions
effect a slumping of submesoscale upper-ocean fronts by

FIG. 8. Winter time series in the OSMOSIS mooring observa-
tions of (a) cross-scale KE transfer between mesoscale and subme-
soscale motions Pv (with positive values indicating a downscale
KE transfer), (b) vertical buoyancy flux w′b′, and (c) potential vor-
ticity q, negative values of which indicate propensity to the devel-
opment of submesoscale (gravitational and symmetric) instabilities.
Blue arrows on the upper axis of (a) indicate the main events of
upscale KE transfer. The mixed layer depth as determined from
glider measurements is shown by the black contour in (a)–(c). (d)
Scatter diagram of the relationship between the vertical buoyancy
flux for instances of positive (i.e., restratifying) w′b′ and Pv. The
coefficient of correlation (R) between the two variables and associ-
ated p value are indicated.
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tilting steeply sloping buoyancy surfaces toward the horizon-
tal.3 The existence of a significant positive correlation
between the vertical buoyancy flux and the intensity of sub-
mesoscale upper-ocean fronts (Yu et al. 2019b) is consistent
with this interpretation, although some involvement of meso-
scale frontogenesis in triggering restratification is also likely
and may contribute to the scatter in Fig. 8d.

An illustration of the springtime downscale KE transfer and
its dynamical context is provided by Fig. 9. Downscale KE trans-
fer events of O(1027) m2 s23 occur in three typically week-long
main clusters in early March, mid-to-late March (marked by red
arrows in the upper axis of Fig. 9a) and mid-April (Fig. 4a). After
mid-April, the cross-scale KE transfer is near-zero, with the
exception of an isolated episode of downscale transfer in June
(Fig. 4a). In contrast to winter, events of large KE transfer in
spring extend to the deepest instrumented level of the moorings
rather than being focused in the mixed layer (Fig. 4a). This sug-
gests that the springtime downscale KE transfer is primarily
driven by mesoscale processes which, unlike submesoscales, are
associated with horizontal velocity variability with low-wavenum-
ber vertical structure (de La Lama et al. 2016).

To constrain the controlling mesoscale processes, Figs. 9b
and 9c respectively display the submesoscale horizontal

buoyancy gradient (measuring the strength of fronts on the
horizontal scale of the inner-mooring side length, i.e., 2.5 km)
and the mesoscale frontogenesis function (FS, a measure of
the rate at which confluent mesoscale flow intensifies horizon-
tal buoyancy gradients). Here, FS is calculated following the
expression (Hoskins 1982):

FS � 2 xuh · =hb, yuh · =hb
( ) · =hb, (2)

where horizontal gradients of uh and b are computed from 30-
h low-pass-filtered outer-mooring measurements [see Yu et al.
(2019b) for a full account of this calculation]. Clusters of
downscale KE transfer events regularly correspond with peri-
ods of elevated frontogenesis (Fig. 9c), which induce a sharp-
ening of lateral buoyancy gradients (Fig. 9b) (Yu et al.
2019b). Such preferential occurrence of downscale (i.e., posi-
tive) KE transfers at times of intensified frontogenetic ten-
dencies and lateral buoyancy gradients is shown explicitly in
Fig. 9d, which captures the statistically significant correlation
(r = 0.43, p , 0.01) between the two variables in spring. (Note
that Fig. 9d uses positive values of FS, in order to distinguish
frontogenetic events from frontolytic scenarios that often
occur in close mutual proximity (e.g., Fig. 9c); however, con-
sidering the magnitude of FS instead does not significantly
alter the histogram in Fig. 9d.) The characteristic decay of the
lateral buoyancy gradients below the mixed layer suggests
that they are associated with submesoscale upper-ocean
fronts. Thus, a possible interpretation of this set of diagnostics
is that downscale KE transfers in spring are affected by deep-
reaching frontogenetic mesoscale flows straining submesoscale

(a)

(b)

(c)

(d)

R = 0.43, p < 0.01

FIG. 9. Spring time series in the OSMOSIS mooring observations of (a) cross-scale KE transfer between mesoscale
and submesoscale motions Pv (with positive values indicating a downscale KE transfer), (b) submesoscale lateral
buoyancy gradient magnitude |=b|, and (c) mesoscale frontogenesis function FS (with positive and negative values
respectively indicating frontogenesis and frontolysis). Red arrows on the upper axis of (a) indicate the main events of
downscale KE transfer. The mixed layer depth as determined from glider measurements is shown by the black contour
in (a)–(c). (d) Histogram synthesis of the relationship between positive FS and Pv for all depth levels between 50 and
520 m. The coefficient of correlation (R) between the two variables and associated p value are indicated.

3 Note that, while both symmetric and mixed layer baroclinic
instabilities may develop concurrently under fq , 0 conditions,
the dominance of baroclinic instability characteristically emerges
only as fq adopts positive values, due to this instability’s slower
growth (Stamper and Taylor 2016).
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upper-ocean fronts. Such straining action is expected to result
in a rapid filamentation of submesoscale frontal features,
sharpening lateral buoyancy gradients and producing buoy-
ancy variance at increasingly higher horizontal wavenum-
bers (Capet et al. 2008a; Barkan et al. 2019; Siegelman
2020). These conditions have been shown to favor the onset
of loss of balance and generation of the divergent, ageo-
strophic motions required to drive a downscale KE transfer
(Capet et al. 2008b; Molemaker et al. 2010; Molemaker and
McWilliams 2010; Barkan et al. 2015; Poje et al. 2017; Schubert
et al. 2020). The association between downscale KE transfers
and mesoscale frontogenesis suggested here may be bol-
stered by the enhancement of restratification documented
during frontogenetic events (Yu et al. 2019b), which is
expected to convert mesoscale potential energy to submeso-
scale KE at those times.

To summarize, our exploratory assessment of the dynam-
ics regulating the annual cycle of the KE transfer between
mesoscale and submesoscale motions suggests the following
picture. In the summer and early autumn, mesoscale and
submesoscale eddy activity is generally weak, and there is
little KE transfer between the two classes of flow. Later in
autumn and into winter, intense wind and buoyancy forcings
regularly generate gravitational and symmetric instabilities
at the weak submesoscale upper-ocean fronts dotted across
the area. Although these instabilities drive an overall deep-
ening of the mixed layer (Yu et al. 2021), rapid restratifica-
tion and upscale KE transfer occur—most likely as a result

of mixed layer baroclinic instability—at times of modest
forcing. In this way, submesoscale motions energize meso-
scale flows during winter. As spring arrives, the newly invig-
orated mesoscale eddy field—now close to reaching its
annual KE maximum (Fig. 3b)—induces episodes of fronto-
genesis, during which submesoscale upper-ocean fronts may
be strained into progressively smaller structures, plausibly
giving rise to a downscale KE transfer. Thus, while in spring
the inverse KE cascade initiated by submesoscales in winter
may continue over the bulk of the mesoscale range (Fig. 5),
some mesoscale KE can be lost back to submesoscales,
thereby contributing to sustaining a submesoscale eddy field
into summer.

b. Insights into the representation of mesoscale–submesoscale
interactions in ocean models

Having established the key points of agreement and dis-
agreement between the LLC4320 simulation and the
OSMOSIS observations in section 3c, we turn to the question
of what processes underpin such similarities and differences.
Considering similarities first, the model endorses our observa-
tion-based, mechanistic interpretation of upscale KE transfers
being significantly driven by mixed layer baroclinic instability.
This is illustrated by Fig. 10, which displays the time series of
the vertical buoyancy flux (Fig. 10a) and the relationship
between this flux and the cross-scale KE transfer (Fig. 10b) in
the model. As suggested by observational results (Fig. 8), peri-
ods of modeled upscale KE transfer (Fig. 6c) are commonly

FIG. 10. (a) Time series of the spatially averaged vertical buoyancy flux w′b′, in the LLC4320
simulation. The spatially averaged mixed layer depth is shown by the black contour. (b) Histo-
gram depiction of the relationship between Pv and the vertical buoyancy flux for instances of
positive (i.e., restratifying) w′b′ in winter (December–February). Values of both variables are
averages over the 50–520-m depth range.
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characterized by restratifying vertical buoyancy fluxes focused
within and around the base of the mixed layer (Fig. 10a),
which are the hallmark signature of mixed layer baroclinic
instability (Boccaletti et al. 2007; Fox-Kemper et al. 2008;
Thompson et al. 2016). Although there is substantial scatter in
the relationship between the vertical buoyancy flux and Pv,
instances of elevated upscale KE transfer (e.g., Pv , 33 1028

m2 s23) are systematically associated with events of intense
restratification (w′b′ . 1028 m2 s23). The scatter in Fig. 10b is
unsurprising, as the vertical buoyancy flux and Pv may not
necessarily change concurrently. For example, restratification
could in principle occur without any simultaneous upscale KE
transfer, and such transfer could take place at a later stage
through the merging of mixed layer eddies. Thus, we surmise
that the model’s ability to reproduce KE transfers from
submesoscale to mesoscale motions rests on its adequate rep-
resentation of the effects of mixed layer baroclinic instability.
This result is expected from the model’s submesoscale-permit-
ting resolution (Su et al. 2018), and is in line with previous
investigations of cross-scale KE transfers in submesoscale-per-
mitting models (Sasaki et al. 2014, 2017; Uchida et al. 2017;
Klein et al. 2019; Dong et al. 2020; Schubert et al. 2020).

Why, then, does the LLC4320 model largely fail to simulate
the springtime KE transfer from mesoscale to submesoscale
flows diagnosed in observations? Our analysis indicates that a
plausible explanation is the model’s muted representation of
the mechanism arguably responsible for the direct KE
transfer: the straining of submesoscale upper-ocean fronts by
frontogenetic mesoscale motions (see section 4a). As demon-
strated by Fig. 11, the frontogenetic tendency (quantified by
positive values of the frontogenesis function, FS) of modeled
mesoscale flows (Fig. 11b) is considerably lower than
observed (Fig. 11a), by typically half an order of magnitude.

This results in submesoscale lateral buoyancy gradients that
are unrealistically weak in the model, by at least half an order
of magnitude too (cf. Figs. 11a,b). Invoking thermal wind,
such subdued filamentation of submesoscale frontal features
must reduce the downscale KE transfer out of the mesoscale
range (e.g., Capet et al. 2008a,b; Barkan et al. 2015, 2019;
Schubert et al. 2020), leaving the modeled mesoscale eddy
field to evolve unimpeded and transfer KE upscale. We thus
suggest that the enhanced persistence of elevated mesoscale
KE in spring/summer in the LLC4320 simulation most likely
stems from the model’s suboptimal representation of fronto-
genetically driven downscale KE transfers in spring. In accord
with this suggestion, the model reproduces a significant
springtime association between large positive values of the
frontogenesis function and weak downscale KE transfers
(Figs. 12a,b,d), but this manifests at periods considerably
shorter than that of the mesoscale–submesoscale boundary
(i.e., at periods of ∼1 day, and not 5 days; cf. Figs. 12b,c and
12d,e).

Our inference that mesoscale frontogenesis and submeso-
scale fronts are excessively dampened in the model is consis-
tent with the structure function diagnostics of Erickson
et al. (2020). These reveal that, while mesoscale KE levels
in the LLC4320 simulation are broadly realistic, lateral
buoyancy gradients are too weak in the model (which has a
horizontal grid spacing of ∼2 km in the OSMOSIS region)
across horizontal scales of O(1–10) km and, increasingly, on
horizontal scales below 5 km characteristic of submesoscale
fronts [see also the analogous conclusion reached by Cao
et al. (2019)]. Such model limitation conforms to the
expected footprint of the model’s gridscale diffusive mixing
eroding scalar gradients on horizontal scales smaller than
about 6–7 grid spacings (Soufflet et al. 2016). The generality

FIG. 11. Histogram depictions of the relationship between positive values of the mesoscale frontogenesis function
FS and the submesoscale lateral buoyancy gradient magnitude |=b| in spring (March–May), in (a) the OSMOSIS
mooring observations and (b) the LLC4320 simulation. Values of all variables are averages over the 50–520-m depth
range.
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of our finding of a frontogenesis-induced downscale KE
transfer with acute sensitivity to model resolution is sug-
gested by Schubert et al. (2020), who reported the occur-
rence of such a transfer in submesoscale-permitting
simulations of the Agulhas region. We conjecture that their
model’s ability to more clearly capture frontal downscale
KE transfers stems from its finer horizontal resolution
(down to 1/608) compared to the LLC4320 simulation, as
well as from their domain’s lower latitude and enhanced
stratification (yielding a substantially larger mixed layer
Rossby radius) relative to the OSMOSIS area.

5. Conclusions

In this work, we have performed the first observational
assessment of the annual cycle of the KE transfer between
mesoscale and submesoscale motions (respectively charac-
terized by time scales longer and shorter than 5 days, equiv-
alent to horizontal scales larger and smaller than ∼20 km;

Callies et al. 2020) in the upper layers of a typical midocean
region, using a unique mooring dataset that resolves
and spans the fundamental spatiotemporal scales of both
classes of flow. Although our diagnostics have marginal sta-
tistical significance at best and should thus be regarded cau-
tiously, they are physically plausible and can provide a
valuable benchmark against which to evaluate model-based
findings.

Such caveats considered, our key result is that the cross-
scale KE transfer exhibits two distinct seasonal stages,
whereby submesoscales energize the mesoscale eddy field (an
upscale KE transfer) in winter and drain energy from meso-
scales (a downscale KE transfer) in spring. Despite the diag-
nosed seasonal reversal in the mesoscale–submesoscale KE
transfer, an inverse KE cascade is found to operate through-
out the year across the bulk of the mesoscale range (on time
scales longer than ∼20 days, or horizontal scales larger than
∼40 km; Callies et al. 2020), in accord with previous diagnos-
tics from altimetric measurements of those coarse scales

FIG. 12. Surface snapshots of (a) mesoscale frontogenesis function FS, (b) cross-scale KE transfer at a period of 1
day, and (c) cross-scale KE transfer at a period of 5 days, on 7 Mar 2012 in the LLC4320 simulation. Histogram
depictions of the springtime (March–May) relationship between positive values of the mesoscale frontogenesis func-
tion and the cross-scale KE transfer at a period of either (d) 1 day or (e) 5 days at the surface are also shown.
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(Scott and Wang 2005; Tulloch et al. 2011). All in all, our
results are not incompatible with a body of recent submeso-
scale-permitting modeling work (Sasaki et al. 2014, 2017;
Uchida et al. 2017; Klein et al. 2019; Dong et al. 2020) that (i)
places the headwaters of the inverse KE cascade at the sub-
mesoscale and (ii) rationalizes the widely observed seasonal
cycle in mesoscale KE (Zhai 2017) as an inverse cascade-
mediated response to the generation of submesoscale KE in
winter. However, our findings also challenge those investiga-
tions by suggesting that, in spring, KE transfers across the
mesoscale–submesoscale boundary can act to dampen (rather
than invigorate) the inverse KE cascade—a result that reso-
nates with cross-scale KE transfer diagnostics in theoretical
studies of idealized flows in turbulent equilibrium (Mole-
maker et al. 2010; Molemaker and McWilliams 2010; Barkan
et al. 2015; Brüggemann and Eden 2015), in realistic numeri-
cal models of frontogenetic flows (Capet et al. 2008a,b; Schu-
bert et al. 2020), and in analyses of ocean surface drifter
observations (Poje et al. 2017).

An appraisal of the candidate dynamics most likely to gov-
ern the observed seasonal cycle of the mesoscale–submeso-
scale KE transfer indicates that the winter and spring transfer
stages are underpinned by distinct processes. Consistent with
results from submesoscale-permitting models, the wintertime
upscale KE transfer may be associated with mixed layer baro-
clinic instability, which induces restratification by slumping
submesoscale upper-ocean fronts (Boccaletti et al. 2007;
Fox-Kemper et al. 2008; Thompson et al. 2016; Yu et al.
2019b) following instances of destratifying atmospheric forc-
ing. In contrast, the springtime downscale KE transfer is
suggestively linked to the filamentation of submesoscale
upper-ocean fronts by frontogenetic mesoscale motions that
have been previously energized by the wintertime upscale KE
transfer. We thus contend—on the basis of these inferences,
and to the extent that our findings may be robust and more
widely representative—that the state-of-the-art, submeso-
scale-permitting models providing the grounding for recent
views of a winter submesoscale-initiated inverse KE cascade
(Sasaki et al. 2014, 2017; Uchida et al. 2017; Klein et al.
2019; Dong et al. 2020; Schubert et al. 2020) adequately cap-
ture the key KE transfer effects of mixed layer baroclinic
instability, but could substantially understate the impacts of
frontogenetic processes.

We propose that resolving this potential limitation of the
current generation of high-resolution ocean circulation mod-
els (by e.g., refining resolution) may result in two significant
changes to the models’ perspective on the ocean’s energy
cycle. First, the submesoscale-induced invigoration of the
mesoscale eddy field is likely to be increasingly focused to win-
ter, with frontogenetic processes in spring acting to temper
(rather than further promote) the inverse KE cascade. Second,
direct KE transfers elicited by such frontogenetic processes
might be expected to prolong the energized wintertime state
of the submesoscale eddy field further toward, or into, sum-
mer. Capturing these changes is likely to require model resolu-
tions approaching O(100) m in the horizontal (e.g., Brannigan

et al. 2015; Schubert et al. 2020), and may arguably have nota-
ble consequences for all aspects of ocean circulation shaped by
(sub)mesoscale eddy transports.
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APPENDIX A

Observational Uncertainty in the Cross-Scale
KE Transfer

We quantify the observational uncertainties in our Pv diag-
nostics introduced by two sources of error: mooring motion, and
instrumental errors in the horizontal velocity measurements.

First, because the estimation of Pv entails horizontal gra-
dients computed from mooring-based horizontal velocity
measurements, unknown mooring motions could result in
uncertainty in the locations of the measurements. Stochastic
modeling predicts that horizontal displacements rarely
exceed 500 m (Buckingham et al. 2016). Following this
work, we model intermooring distance perturbations associ-
ated with mooring motion as a Gaussian white noise pro-
cess with zero mean and nonzero variance, estimated from
the time integration of differential horizontal currents. Sec-
ond, instrumental error arises from the finite accuracy of
the moored sensors, and is unavoidable during the measur-
ing process. According to manufacturer specifications, the
precision of Nortek Aquadopp current meters is 0.005 m s21

(https://support.nortekgroup.com/hc/en-us/articles/360029839351-
The-Comprehensive-Manual-Velocimeters).

To estimate the total uncertainty due to these factors, we
introduce random errors from the two sources simulta-
neously, and allow these errors to accumulate in the Pv

estimates. In doing so, the errors associated with mooring
motion and instrumental noise are assumed to be indepen-
dent. This exercise is repeated 1000 times. An illustration
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of its outcome is provided by Fig. A1, in which the modest
influence of the observational uncertainties considered here
can be appreciated. Pv diagnostics are qualitatively unaf-
fected by these sources of error, both as regards the tempo-
ral evolution of Pv (cf. Figs. A1a,b) and its probability dis-
tributions in winter (Fig. A1c) and spring (Fig. A1d).
Quantitative perturbations to Pv introduced by observa-
tional uncertainties are typically ,4 3 1028 m2 s23, or on
the order of 10% (cf. Figs. A1a,b).

APPENDIX B

Comparison of Cross-Scale KE Transfer Diagnostics in
Frequency and Horizontal Wavenumber in the

LLC4320 Simulation

Previous investigations of the cross-scale KE transfer in
mesoscale-permitting or mesoscale-resolving numerical models
(Arbic et al. 2012, 2014; Sérazin et al. 2018; O’Rourke et al.
2018) suggest that the transfer’s rate and direction in frequency
space are generally in agreement with those in horizontal
wavenumber space. This assertion is important to our work,
since it underlies our discussion of the relationship between

our KE transfer diagnostics (which are conducted in frequency
space) and those of preceding studies (which are commonly
formulated in horizontal wavenumber space). The expected
basic equivalence between KE transfers in frequency and hori-
zontal wavenumber spaces is corroborated here by computing
both transfers in the OSMOSIS area in the LLC4320 simula-
tion (see section 2b for a description of the model). The calcu-
lations are conducted at each temporal snapshot in the 14-
month simulation for a range of frequencies and horizontal
wavenumbers (respectively corresponding to periods of 1–30
days and horizontal scales of 6–50 km).

The resulting cross-scale KE transfers in frequency and
horizontal wavenumber are compared in Fig. B1. Although
there are differences in the finer detail, both KE transfers
exhibit:

• predominantly upscale (negative) KE transfer of magni-
tude of O(1028) m22 s23 in winter and spring focused on
large scales (periods in excess of ∼5 days and horizontal
scales greater than ∼20 km), with downscale (positive)
transfers at smaller scales (cf. Figs. B1a,b);

• an enhancement of upscale (negative) KE transfers in spring
relative to winter by less than a factor of 2 over a wide range
of periods and horizontal scales (cf. Figs. B1c,d).

FIG. A1. Time series of (a) cross-scale KE transfer between mesoscale and submesoscale motions diagnosed from
the OSMOSIS mooring observations, Pv (with positive values indicating a downscale KE transfer), and (b) standard
deviation of Pv in the 1000 Monte Carlo simulations of mooring motion and instrumental errors (appendix A). Prob-
ability distribution functions of depth-averaged Pv diagnosed from the observations (in blue) and the 1000 Monte
Carlo simulations of mooring motion and instrumental errors (in red) in (c) winter (December–February) and (d)
spring (March–May).
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Based on these results, we conclude that the assertion that
KE will generally transfer toward slowly evolving (rapidly
evolving) flows as it transfers toward flows with large (small)
horizontal scales is likely to hold in the OSMOSIS region.

APPENDIX C

Statistical Significance of Observational Diagnostics of
Cross-Scale KE Transfer

The cross-scale KE transfer between periods longer and
shorter than 5 days (i.e., between mesoscales and submeso-
scales) is a third-order statistic, and depends on the phase rela-
tion between horizontal velocities and horizontal velocity gra-
dients. The finite observational period limits the number of
available degrees of freedom, particularly for the low-frequency
flow. To assess the statistical significance of the Pv diagnosed
from the observations, we here apply the KE transfer calcula-
tion to synthetic time series of horizontal velocity that have the
same amplitudes as in the observations but randomized phases.
On average, these synthetic time series thus have no KE trans-
fer, and nonzero diagnosed transfers are the result of the lim-
ited sampling. We treat this zero-transfer case as the null
hypothesis, and evaluate the significance at which we can reject
it given the real time series.

To generate the randomized time series, we apply a discrete
Fourier transform to the observed horizontal velocity time
series at all moorings and at each depth. We randomize the
phase of the Fourier coefficients by shifting each coefficient’s
phase by a random offset drawn from a uniform distribution
between 0 and 2p. The same random offset is applied for both
components of horizontal velocity, in order to preserve varian-
ces of vorticity, divergence, strain and other derived variables.
To retain the magnitude of horizontal velocity gradients, we
apply the same phase offset to all moorings. (Errors that are
uncorrelated between moorings have a negligible impact on
the KE transfer.) We then calculate the KE transfer across the
5-day period as before, and repeat for a total of 104 such ran-
domized time series.

We assess the significance of a nonzero cumulative KE
transfer over the full year as well as over the first and sec-
ond halves of the year (respectively encompassing winter
and spring) separately (Fig. C1). For the full year, the
observed transfer falls into the 95% confidence interval of
the null hypothesis at all depths. For the first half of the
year, the observed value straddles the lower boundary of
the confidence interval around a depth of 250 m, but other-
wise squarely falls into that interval. For the second half of
the year, the observed value straddles the upper boundary
of the confidence interval over the full range of depths,
indicating that the null hypothesis can be rejected in this

FIG. B1. Time series of the cross-scale KE transfer at the surface in the LLC4320 simulation computed as a func-
tion of (a) time scale and (b) horizontal scale. Mean cross-scale KE transfers for the entire year, winter (December–
February) and spring (March–May) are also shown as a function of (c) time scale and (d) horizontal scale.
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case at about a 95% level. We thus surmise that the statisti-
cal significance of our diagnosed upscale KE transfer in
winter is marginal, whereas that of the downscale KE trans-
fer in spring is robust.
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