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 LMF p-value2 

 Time series 

(monthly1) 

Time series 

(daily mean) 

Gridded data 

(monthly mean) 

GFDL ESM2M 

(daily mean) 

Gridded data GFDL ESM2M 

KNOT-K2 1.2 (0.1 – 4.4)  1.2 (0.5 – 2.2) 1.4 (1.4 – 1.4) 1 1 

HOT 1.0 (0.3 – 2.4)  4.6 (3.4 – 5.8) 4.4 (4.3 – 4.4) 0.0005* 0.00003* 

BATS 3.7 (2.5-5.0)  4.2 (3.0 – 5.4) 3.9 (3.9 – 3.9) 0.53 0.65 

ESTOC 5.0 (3.2 – 6.8)  2.8 (1.8 – 4.0) 3.5 (3.5 – 3.6) 0.07 0.14 

137 °E 30 °N 2.9 (0.8 –5.8)  3.4 (2.3 – 4.6) 3.5 (3.5 – 3.6) 1 0.75 

137 °E 5 °N 2.6 (0.5 – 6.0)  1.6 (0.8 – 2.7) 2.5 (2.4 – 2.5) 0.60 1 

Munida 3.0 (1.1 – 5.6)  1.0 (0.4 – 2.0) 1.3 (1.3 – 1.4) 0.09 0.10 

CARIACO 4.2 (2.3 – 6.3)  2.0 (1.1 – 3.1) 2.3 (2.3 – 2.3) 0.12 0.10 

KEO 6.1 (3.1 – 8.2) 4.5 (3.9 – 5.0) 3.0 (1.9 – 4.2) 3.4 (3.3 – 3.4) 0.06 0.08 

Papa 1.0 (0.1 – 3.9) 0.9 (0.6 – 1.3) 0.0 (0.0 – 0.6) 2.4 (2.4 – 2.5) 0.16 0.46 

STRATUS 3.1 (0.9 – 6.1) 3.5 (3.0 – 4.0) 1.2 (0.5 – 2.2) 4.1 (4.1 – 4.2) 0.14 0.74 

TAO125W 0.0 (0.0 – 2.4) 0.0 (0.0 – 0.2) 0.0 (0.0 – 0.6) 0.1 (0.1 – 0.1) 1 1 

TAO140W 0.0 (0.0 – 2.8) 0.1 (0.0 – 0.3) 0.0 (0.0 – 0.6) 0.1 (0.1 – 0.1) 1 1 

TAO170W 0.0 (0.0 – 3.4) 0.0 (0.0 – 0.2) 0.0 (0.0 – 0.6) 0.7 (0.7 – 0.7) 1 1 

WHOTS 3.4 (1.3 – 6.1) 3.2 (2.7 – 3.7) 4.6 (3.4 – 5.8) 4.4 (4.3 – 4.4) 0.53 0.56 
1For stations KNOT-K2, HOT, BATS, ESTOC, 137 °E 30 °N, 137°E 5 °N, Munida, and CARIACO, point measurements on roughly monthly resolution were used, for the 

remaining stations monthly means were calculated from 3-hourly point measurements. 
2of difference between monthly time series and monthly-mean gridded data and daily-mean GFDL ESM2M model data. 

* Stars indicate significant differences 

 

Supplementary Table 1: LMF estimates for the time series data, the gridded observation-based data product, and the GFDL ESM2M model ensemble 

at different locations. For stations KNOT-K2 to CARIACO, results are obtained from roughly monthly point measurements. For the autonomous buoy stations 

KEO to WHOTS, the 3-hourly data was first aggregated to monthly means (column ‘Time series (monthly)’) or to daily-means (column ‘Time series (daily 

mean)’; see Methods). Results for the gridded observation-based product and the GFDL ESM2M model ensemble are obtained from monthly-mean data 

(observation-based product) and daily-mean data (GFDL ESM2M model ensemble) for the period 1982-2019 from averaged time series over the 9 closest grid 

cells to the time series site. For KNOT-K2, the average of the KNOT and K2 coordinates was used for comparison to the gridded observation-based data and 

GFDL ESM2M model. Uncertainties are given as 90% confidence intervals and p-values are calculated for differences between the time series estimates and 

those for the gridded observation-based data and GFDL ESM2M model data (see Methods). All data was linearly detrended prior to the analysis. 
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 Reference Lat  

(° N) 

Lon 

(°E) 

Period Number of 

Data Points  

Measured 

Variables 

KNOT Wakita et al.1 44.0 155.0 1997-2008 38 SST, S, AT, CT, 

phosphate, silicate  

K2 Wakita et al.2 47.0 160.0 2001-2008 37 SST, S, AT, CT, 

phosphate, silicate 

HOT adapted from Dore et 

al.3 

22.5 -158.0 1988-2018 299 SST, pH, S, AT, CT, 

phosphate, silicate 

BATS Bates and Johnson4 31.4 -64.1 1983-2019 456 SST, S, AT, CT 

ESTOC González Dávila: 

pers. comm. 

29.2 -15.5 1995-2020 221 SST, S, AT, CT,  

137 °E 30 °N Sasano: pers. comm. 30.0 137.0 2000-2020 94 SST, S, AT, CT, 

phosphate, silicate 

137 °E 5 °N Sasano: pers. comm. 5.0 137.0 2000-2020 63 SST, S, AT, CT, 

phosphate, silicate 

Munida NZOA-ON data 

sourced from NIWA 

-45.7 171.5 1998-2020 126 SST, S, AT, pCO2 

CARIACO Astor et al.5 10.3 -64.4 1995-2017 188 SST, S, AT, CT 

KEO Sutton et al.6 32.3 144.6 2007-2015 18287 SST, S, pCO2 

Papa Sutton et al.6 50.1 -144.8 2007-2015 18039 SST, S, pCO2 

STRATUS Sutton et al.6 -19.7 -85.6 2006-2015 19200 SST, S, pCO2 

TAO125W Sutton et al.6 0.0 -125.0 2004-2017 15546 SST, S, pCO2 

TAO140W Sutton et al.6 0.0 -140.0 2004-2015 14279 SST, S, pCO2 

TAO170W Sutton et al.6 0.0 -170.0 2005-2012 11686 SST, S, pCO2 

WHOTS Sutton et al.6 22.5 -158.0 2004-2015 23216 SST, S, pCO2 

 

Supplementary Table 2: Ocean stations that provide time series data used in this study. The 

KNOT and K2 station data were combined due to their spatial proximity. SST was measured at every 

station. [H+] was either calculated from measured pH at in-situ temperature (only available for HOT 

for 204 of 299 measurements), or calculated from measured SST, salinity (S), AT, phosphate, silicate, 

and either CT or pCO2. For the autonomous buoy data (stations KEO to WHOTS), the raw number of 

3-hourly measurements is given. Here, either monthly-mean or daily-mean values are calculated from 

these. 
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Model Model paper Data DOI 

CanESM5 Swart et al. 7 Swart et al.8; Swart et al.9 

CNRM ESM2-1 Séférian et al.10 Séferian et al.11; Voldoire et al.12 

GFDL CM4 Held et al.13 Guo et al.14; Guo et al.15 

GFDL ESM4 Dunne et al.16 Krasting et al.17; John et al.18 

IPSL CM6A-LR Boucher et al.19 Boucher et al.20; Boucher et al.21 

MIROC ES2L Hajima et al.22 Hajima et al.23; Tachiiri et al.24 

MPI ESM1-2-HR Müller et al.25 Jungclaus et al.26; Schupfner et al.27 

UKESM1-0-LL Sellar et al.28 Tang et al.29; Good et al.30 

 

Supplementary Table 3: CMIP6 models that were used in this study. For all models, a historical 

simulation over the period 1850-2014 and a simulation following the SSP5-8.5 scenario over the 

period 2015-2100 was used.  
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Supplementary Figure 1: Comparison of the likelihood multiplication factor with the likelihood 

multiplication factor estimated from correlation coefficient. (a) The likelihood multiplication factor 

(LMF) for MHW-OAX events for the gridded observation-based data product over the period 1982-

2019 (same as in main text Fig. 1). (b) Estimated LMF from the correlation coefficient of SST and [H+] 

anomalies for the same data. (c) The difference between (b) and (a).  
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Supplementary Figure 2: Remaining terms of the correlation coefficient decomposition of SST 

and [H+] anomalies. (a) Contribution from salinity-normalized alkalinity (sAT) anomalies and (b) 

freshwater anomalies to the correlation coefficient of SST and [H+] anomalies in the gridded 

observation-based data product over the period 1982-2019 (in correlation coefficient units; see 

Methods). The data was linearly detrended before analysis. (c) The residual of the decomposition, i.e. 

the sum of the SST, sCT, sAT, and freshwater contributions minus the observed correlation coefficient. 
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Supplementary Figure 3: Individual terms underlying the SST and sCT contributions to the 

correlation coefficient of SST and [H+] anomalies. (a) The standard deviation of SST anomalies, (b) 

the temperature sensitivity of [H+], (c) the standard deviation of [H+] anomalies, (d) the standard 

deviation of sCT anomalies, € the CT sensitivity of [H+], and (f) the correlation coefficient of SST and 

sCT anomalies. The data was linearly detrended before analysis. (a-c) form the SST contribution to the 

correlation coefficient of SST and [H+] anomalies, and (c-f) form the sCT contribution (main text Eq. 4). 
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Supplementary Figure 4: Ensemble-mean duration of MHW-OAX events simulated by the GFDL 

ESM2M model over the period 1982-2019. (a) The mean duration of MHW-OAX events, and (b) the 

globally averaged and ensemble-mean histogram of event durations. The x-axis in (b) was cut for events 

that last more than 58 days due to the non-visible probability density. The longest MHW-OAX event 

lasted 433 d.  
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Supplementary Figure 5: Change in CT sensitivity and temperature sensitivity of [H+] between the 

preindustrial conditions and 2 °C global warming level in the GFDL ESM2M model. (a) The 

relative change in CT sensitivity (global average increase by 114%), (b) the relative change in 

temperature sensitivity (global average increase by 65%), and (c) the relative change in the ratio of CT 

and temperature sensitivities (global average increase by 29%). For the mean sensitivities at 2 °C global 

warming level, sensitivities were calculated from the RCP8.5 ensemble mean for each day in the period 

2045-2064 and then averaged. The sensitivities were calculated with mocsy 2.031 by numerical 

differentiation.  
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Supplementary Figure 6: Correlation coefficient of sea surface temperature and [H+] anomalies 

within observation-based data product, GFDL ESM2M model and eight CMIP6 models. (a-j) 

Spatial patterns of correlation coefficients from gridded observation-based data, GFDL ESM2M and 

eight CMIP6 models (Ext. Data Table 3). (k) The zonal mean correlations from the observation-based 

product (black), the GFDL ESM2M model (red), and the CMIP6 models (grey). The Taylor diagram (l) 

displays the correlation with the observation-based pattern and the spatial standard deviation relative to 

that of the observation-based pattern for the GFDL ESM2M (red), CMIP6 models (grey), and CMIP6 

multi-model mean (blue). The correlation coefficient was calculated from monthly-mean data over the 

1982-2019 period. The data was linearly detrended prior to analysis. 
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Supplementary Figure 7: Projected change in correlation coefficient of temperature and [H+] 

anomalies between 1982-2019 and 2071-2100. Spatial patterns of correlation coefficient changes for 

(a) the GFDL ESM2M model under RCP8.5 and (b-i) eight CMIP6 models under SSP5-8.5 (Ext. Data 

Table 3). (j) The zonal mean correlation coefficient change in the GFDL ESM2M model (red) and the 

CMIP6 models (grey). In the GFDL ESM2M model, the correlation coefficient decreases globally by -

0.11 between the preindustrial period and 2071-2100 under RCP8.5.  The CMIP6 models simulate a 

global decrease of -0.08 to -0.20 between the preindustrial period and 2071-2100 under SSP5-8.5. 
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Supplementary Figure 8: The correlation coefficient of SST and [H+] within the GFDL ESM2M 

model when AT is estimated from temperature and salinity using the LIARv2 algorithm. (a) The 

correlation coefficient of SST and [H+] anomalies obtained by calculating AT from simulated SST and 

salinity using LIARv2 (AT
LIAR) and then calculating [H+] from simulated SST, salinity, pCO2, and 

LIARv2 AT using CO2SYS. (b) The difference between the correlation coefficient based on AT
LIAR 

(panel a) and the simulated correlation coefficient. (c) The LMF with [H+] calculated from AT
LIAR as in 

panel a), and (d) the difference between (c) and the simulated LMF. Data is shown for one ensemble 

member over the period 1982-2019 using monthly mean data.  
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Supplementary Figure 9: Simulated ensemble-mean LMF over the period 1982-2019 from daily-

mean and monthly-mean data as simulated by the GFDL ESM2M model. Simulated LMF from 

daily-mean data (a), from monthly-mean data (b), and the difference between the LMF from monthly-

mean and daily-mean data (c). 

  



 

 

 

14 

 

 

Supplementary Figure 10: The observation-based likelihood multiplication factor of compound 

MHWs and extremes in pCO2 over the years 1982 to 2019. Map of the likelihood multiplication 

factor (LMF) based on the global monthly observation-based SST and surface pCO2 data (MPI-

SOMFNN product32). Warm colors indicate LMF > 1 and cold colors indicate LMF < 1. The data was 

linearly detrended prior to analysis. 
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