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Abstract5

The present study aims to assess the possibility of describing suction using coupled

Eulerian-Lagrangian approach. The water entry and subsequent exit of conical and

hemispherical bodies is investigated numerically using the Finite Element simulation

software Radioss. The numerical method relies on an explicit numerical scheme. An

Eulerian and a Lagrangian formulation are considered for the fluid and the structure,

respectively. The fluid-structure interaction is based on an immersed contact inter-

face. Particular attention is given to the evolution of the hydrodynamic (positive and

negative) force and wetted surface. The numerical results are compared to experimen-

tal results from the literature for different impact conditions (maximum velocity and

penetration depth). The influence of several parameters of the numerical model is anal-

ysed to assess its robustness and improve the numerical results. The numerical model

especially shows a satisfying ability to predict suction forces.

Keywords: Numerical simulations, fluid-structure interaction, coupled6

Eulerian-Lagrangian approach, suction, cone, hemisphere7

1. Introduction8

Hydrodynamic impact arises when a solid body and a liquid enter into contact9

due to their relative motion. The study of this phenomenon is motivated by various10
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plications such as hull slamming, spacecraft (capsule) landing in water, aircraft an

torcraft emergency water landing (ditching) [1, 2]. The hydrodynamic loads arisin

ring water impacts can be among the most severe loads to which the structure can b

bjected. Therefore, for some applications, hydrodynamic loads should be considere

ring the structures’ sizing and certification exposed to this kind of event.

The phenomena occurring during a hydrodynamic impact are well known for simpl

pact conditions, such as the two-dimensional, vertical impact of a rigid body with

mple geometry on a quiescent fluid, neglecting gravity. Analytical approaches, ofte

sed on the seminal works of von Karman [3] and Wagner [4], have been developed t

alyse the pressure distribution acting on the structure. Numerical methods offer th

ssibility to study these problems with fewer restrictions on the impact conditions

ibet et al. [5] studied oblique and high-speed impacts of a sphere, wedge and ellip

id using Lagrangian and ALE formulations, with comparison to experimental results

ucher et al. [6] studied the vertical water impact of a cylinder using a CEL approac

d an adapted anti-dissipative scheme for unstructured meshes. Their results com

red well with the experiments in terms of cylinder deformation.

However, with more complex impact conditions, such as the water entry and sub

quent exit of a structure or oblique impacts with a large horizontal velocity, mor

mplex hydrodynamic phenomena may appear. Among these hydrodynamic phenom

a we can cite suction forces [7, 8, 9, 10], cavitation [11], ventilation [12], aeration [13

d air cushioning [14]. These hydrodynamic phenomena are difficult to model ind

dually with state-of-the-art analytical or numerical approaches. Piro and Maki [8

merically predicted the suction force during the two-dimensional water entry an

it of rigid and elastic wedges. They used a Finite Volume Method (FVM) with a

LE formulation and a Volume-Of-Fluid (VOF) method to model the interface be

een air and water. Tassin et al. [9] obtained similar results for the same case usin

analytical 2D approach. Del Buono et al. [15] used a hybrid Boundary Elemen

ethod-Finite Element Method (BEM-FEM) to model the same two-dimensional wa
2
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r entry-exit problems. The authors compared their numerical results to analytica

d experimental data. They highlighted the influence of gravity on the evolution o

e hydrodynamic force, which is particularly strong during the exit phase. Both o

ese studies are in good agreement with the reference results but had been limited t

o-dimensional and simple cases. During an aircraft ditching, the mentioned hydro

namic phenomena may happen simultaneously and influence each other (see Fig. 1)

e structure is three-dimensional and deformable, etc. Modelling these complex hydro

namic impacts can become challenging for the mentioned analytical and numerica

proaches. Therefore, these approaches require further development to increase thei

bustness and use during design or certification procedures.

The present work focuses on the numerical modelling of suction forces. In a ditchin

ntext, suction forces develop because of a depression localised near the rear fuselage

here the first contact with the water occurs, as shown in Fig. 1. This phenomeno

curs due to the high horizontal velocity of the structure at impact and the longitudina

rvature of the fuselage. Recent numerical work showed that suction forces could affec

e overall aircraft kinematics during ditching [16, 17]. It is thus crucial to conside

is phenomenon when numerically modelling realistic industrial applications such a

rcraft ditching.

Figure 1: Illustration of the hydrodynamic phenomena occurring during an aircraft ditching.

Advanced numerical approaches are required to study realistic industrial applica

ons such as aircraft ditching. In the literature, the term advanced numerical ap

oaches generally refers to high-fidelity and coupled fluid and structure models using

r instance, explicit Finite Elements (FE) solvers. On the one hand, the structur

usually described with a Lagrangian approach. On the other hand, the fluid be
3
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viour can be described using various frameworks: Eulerian, Arbitrary Lagrangian

ulerian (ALE) [18], or mesh-free methods such as Smoothed Particle Hydrodynamic

PH) [19, 20]. The coupling between the fluid and structural solutions is a key poin

cause the interdependence between the fluid flow and structural response is impor

nt [21, 22].

Advanced numerical approaches have been widely employed to study hydrodynami

pact problems. Stenius et al. [23, 24, 25] studied the hydroelastic response of fla

nels during vertical hydrodynamic impact. They used a CEL approach and penalt

ethod to model the fluid-structure interaction. The authors considered different im

ct velocities, deadrise angles, structural masses and boundary conditions. They high

hted the influence of the structural behaviour on the hydrodynamic response b

mparing the structural response and hydrodynamic loading for rigid and hydroelas

c cases. N. Toso [16] studied the hydrodynamic impacts of spheres, cylinders, wedges

NACA body (as reported in [7]) and a full-scale helicopter sub-floor. The autho

mpared the experimental results to the results obtained with a FE method, a SPH

ethod and a combined SPH-FE approach. An overall good agreement between th

periments and the simulations had been found, with more difficulty with modellin

e more complex cases, particularly in terms of pressure measures. M.H. Siemann an

. Langrand [26] assessed the ability of SPH and Coupled Eulerian-Lagrangian (CEL

ethods to model the oblique impact of aircraft panels undergoing large deformations

ecently, several studies [27, 28, 29, 30] presented simulations of complex water impac

oblems, such as three-dimensional water entry of bodies with a complex shape an

rcraft ditching, based on the SPH method.

From the literature, it appears that several numerical approaches can deal with wa

r impact problems, from simple shapes to more realistic industrial applications. I

rticular, CEL models are commonly applied to these problems. If their capacity t

scribe impact forces (high positive pressures) is quite well established through de

iled comparisons with experiments, this is not the case when complex hydrodynami
4
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enomena occur. Studies dedicated to the modelling of three-dimensional hydrody

mic impacts involving suction forces and the related de-wetting process are scarce

the present work, the ability of the CEL method presented in [26] to model suctio

assessed. The issue of the evolution of the wetted surface is also considered.

Different experimental results taken from the literature [31] are used in this work t

sess the capacity of the computational method to model (i) suction forces and (ii) th

ater exit phenomenon. These simple test cases consist of low-velocity water entry an

bsequent exit of different structures (cone, hemisphere) at different maximum impac

locities (Umax ∈ [0.4, 0.6] m/s). During the water entry and subsequent exit of th

ructures, the vertical velocity varies from −Umax (the structure enters the water

Umax (the structure exits the water). Suction forces are observed because of thi

rtical velocity variation, with the maximum deceleration occurring at the end of th

try stage. The numerical results are compared to the experimental results in term

hydrodynamic force and wetted surface radius. The numerical approach is used t

odel a ”simple” axisymmetric case using a three-dimensional formulation to asses

s capacity to model suction loads before modelling more complex test cases closer t

aircraft ditching. Another relevant aspect of these test cases concerns the velocitie

nsidered. The order of magnitude of the velocities is close to the ones specified by th

rworthiness authorities under aircraft ditching regulations. Indeed, during ditching

e airspeed is set to achieve the minimum rate of descent at touchdown. For example

e certification of the Airbus A320 relies on tests with a descent rate of approximatel

m/s [32]. In [17], the ditching of a generic rigid aircraft body had been modelled wit

structural vertical velocity of 1.5 m/s.

This paper is organised as follows. Section 2 provides a brief presentation of th

ater entry-exit experiments, a description of the associated numerical model and th

alysis methods. The effect of some key numerical parameters on the numerical result

presented in Section 3. Section 4 compares the numerical and experimental results

inally, conclusions are drawn and orientations for future research are discussed i
5
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ction 5.

Water entry and subsequent exit problems and associated computationa

models

The present work focuses on the water entry and subsequent exit experiments de

ribed in [31]. A brief presentation of the experiments is given hereunder. The

llows a description of the fundamentals of the adopted fluid-structure method. F

lly, the methods used to obtain the hydrodynamic force and wetted surface radiu

e presented.

1. Description of the experiments

The water entry and subsequent exit experiments have been conducted in a wate

nk with a 6 Degrees-Of-Freedom (DOF) motion generator [31]. The 6-DOF motio

nerator enforces the displacement of the mock-up (vertical translation). During th

periments, the vertical velocity varies from −Umax (the structure enters the water

Umax (the structure exits the water). The maximum impact velocity reached durin

e experiments (Umax) ranges from 0.4 to 0.6 m/s. The vertical position of the lowes

int of the mock-up is defined by the equation z = h(t) and the function h(t) define

:





h(t) = −Hsin(2π(t− t0)/T ) + δz, t0 ≤ t ≤ T/2 + t0

ḣ(t) = Umax, t ≥ T/2 + t0
(1

here H is the maximum submergence depth, t0 is the instant when the structure start

celerating (see Fig. 7), T = 2πH/Umax is the period of the structure kinematics, Uma

the maximum velocity, and δz = 3 mm is a small parameter introduced in [31]

steriori to compensate for a vertical offset of the mock-up during the experiments

he acceleration is maximum at the transition between the entry and the exit phas

t t = T/4 + t0).
6
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Transparent mock-ups made of polymethyl methacrylate (PMMA) and LED edge

hting techniques have been used to improve the visualisation of the wetted surfac

ee Fig. 2 and 3), as described in [33].

2. Numerical model

The present hydrodynamic impact problem is modelled using the explicit solve

adioss, developed by Altair. The structures and fluid domains are three-dimensiona

owever, only a quarter of the impact problem is modelled because the problem i

isymmetric. This reduces the size of the model and the associated computation time

oreover, it was checked that the use of symmetry conditions does not affect the result

the simulations. The computations have been performed using a cluster available a

NERA, whose characteristics are given in Table 1.

Central Processing Unit (CPU) type Intel(R) Xeon(R) CPU E5-2650 v4
Frequency (GHz) 2.20

RAM (GB) 128
Number of CPUs 64
Computing mode Distributed memory, double precision

Table 1: Description of ONERA’s cluster: hardware and computational settings.

2.1. Structure modelling

The dimensions of the mock-ups are given in Fig. 2 and 3 [31]. The structure is dis

etized using Mindlin-Reissner four-nodes bi-linear shell elements of 15 mm thickness

he characteristic structural element size is 10×10 mm2. The normal of the structura

ements is oriented outward (toward the water). The structure is modelled as a rigi

dy: the nodes of the structure are kinetically linked to a primary node (see Fig. 4)
7
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(a) (b)

Figure 2: (a) Sketch and (b) photo of the conical mock-up used in the experiments of [31].

(a) (b)

Figure 3: (a) Sketch and (b) photo of the hemispherical mock-up used in the experiments of [31].

gure 4: Illustration of the rigid structure model. The kinematic links between the structural node
reen points •) and the primary node (red point •) are represented by the red lines -.
8
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2.2. Fluid modelling

The fluid flow is described by an Eulerian multi-material formulation (Radioss law

). Fluid viscosity and surface tension effects are neglected, and adiabatic condition

e assumed. The validity of these assumptions in the present case is discussed i

ction 5.1 of reference [31]. Two phases are considered, air and water. The interfac

tween the different phases is a diffuse zone. The fluid mixture is modelled throug

so-called six-equation model as described in [34]. The transport equation for the ai

lume fraction αa is given by:

∂αa

∂t
+ V⃗ · ∇αa = 0 (2

here V⃗ is the fluid velocity. The water volume fraction is then obtained by αw = 1−αa

he evolution of the mass density for each phase is given by Eq. (3) and (4):

∂(αaρa)

∂t
+ div

(
αaρaV⃗

)
= 0 (3

∂(αwρw)

∂t
+ div

(
αwρwV⃗

)
= 0 (4

here ρa and ρw are the air and water mass density, respectively. A single velocity fiel

used to describe the motion of the different phases:

∂(ρV⃗ )

∂t
+ div

(
ρV⃗ ⊗ V⃗

)
+∇P = 0 (5

here ρ = αaρa + αwρw is the mass density of the mixture and P is an equilibrium

essure to be determined later on. The specific internal energies of the air (ea) an

ater (ew) are given by Eq. (6) and (7), respectively:

∂(αaρaea)

∂t
+ div(αaρaea) + αaPa div V⃗ = 0 (6
9
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∂(αwρwew)

∂t
+ div(αwρwew) + αwPw div V⃗ = 0 (7

here Pa and Pw are the pressure of the air and water, respectively. Eq. (2), (3), (4)

), (6) and (7) are closed by two equations of state (one for each phase). The ai

haviour is modelled using an ideal gas equation of state:

Pa = (γa − 1)ρaea (8

here γa is the heat capacity ratio for air at ambient temperature. The values of th

entioned parameters are synthesised in Table 2. The water behaviour is modelle

ing a stiffened gas equation of state:

Pw = (γw − 1)ρwew − γwP
∗ (9

here γw is the heat capacity ratio for water, P ∗ is a pressure coefficient ensuring

able value of the speed of sound in the medium cs, thus of the water compressibility

gardless of the pressure variation. In practice, Eq. (10) below is used to define P ∗

he values of the mentioned parameters are synthesised in Table 3.

P ∗ =
ρ0wc

2
s

γw
(10

The equilibrium pressure P used in Eq (5) is computed as follows. The air an

ater masses are computed for given values of αa, αw, ρa, ρw in an element:

ma = αaρa,

mw = αwρw

(11

hen the values for P , ea, ew, ρa, ρw, described by the system of five equation

q. (12)), are computed using a Newton-Raphson iterative method and considerin

a and mw constant:
10
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ma

ρa
+ mw

ρw
− 1 = 0,

ea − e0a + P ·
(

1
ρa

− 1
ρ0a

)
= 0,

ew − e0w + P ·
(

1
ρw

− 1
ρ0w

)
= 0,

Pa(ρa, ea) = P,

Pw(ρw, ew) = P

(12

The spatial discretization of the momentum balance equation (Eq. (5)) is based o

Lagrange-projection method [34]. The Lagrange step is dealt with using a Monotoni

pstream-Centered Scheme for Conservation Laws (MUSCL). This second-order ad

ction scheme reduces the diffusion problem at the interface between the two phase

.e. air and water). Fluid nodes with an initial vertical position z0 ≥ 0 mm are initiall

cated in the air sub-domain. Similarly, fluid nodes with an initial vertical positio

≤ 0 mm are initially located in the water sub-domain. As mentioned previously

ly a quarter of the fluid domain is modelled. Symmetry conditions are applied to th

mmetry planes of the model. For the reference mesh, the size of the fluid elements i

ual to 2.5× 2.5× 2.5 mm3 near the structure (impact zone). The structure is locate

ithin the impact zone at every instant of the computation. The dimensions of th

id domain are chosen large enough to avoid border effects (e.g. reflections of pres

re waves) and are given in Fig. 5. The fluid domain is discretized with 8 140 520 3D

ntinuum 8-node elements with one integration point. Other meshes have also bee

ilt, and the influence of the size of the fluid elements in the impact zone is discusse

Section 3.3.

In the air domain, the air fraction is initialised to a value αair = 1 and the wate

action to αwater = 0. In the water domain, the air fraction is initialised to a valu

ir = ϵ and the water fraction to αwater = 1 − ϵ, with ϵ = 10−4. Introducing a sma

action of air into the water guarantees P > 0 and c2s > 0, thus it guarantees th

perbolicity of the problem.
11
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gure 5: Dimensions and mesh of the fluid domain (in mm). Outside the impact zone, the size of th
id elements scales with a factor of 1.2. The cone is represented in green.

Parameters Values
γa 1.4

ρ0a 1.22 · 10−6 g/mm3

P 0
a 0.101325 MPa

Table 2: Parameters for the air equation of state: ideal gas.

Parameters Values
γw 4.4

ρ0w 1.0 · 10−3 g/mm3

P 0
w 0.101325 MPa

cs 1500 m/s

Table 3: Parameters for the water equation of state: stiffened gas.
12
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2.3. Fluid-structure interaction

The fluid-structure interaction is modelled using a ”weak” coupling approach [22

he structural Lagrangian elements (primary elements) are immersed in the Euleria

id grid (secondary nodes). The structure and fluid domains are meshed indepen

ntly and superimposed. The coupling algorithm uses an influence zone defined ove

distance hc in the direction normal to the structure (see Fig. 6). When a fluid node i

tected inside the influence zone, a coupling force is applied to it. The coupling forc

computed using Eq. (13):

F =
kc
hc

d · d̃ (13

here hc is the contact height, kc is the contact stiffness, d is the penetration of a flui

de inside the influence zone of the structure and d̃ is the displacement of a fluid nod

ce it is detected inside the influence zone of the structure (see Fig. 6). d and d̃ ar

mputed using Eq. (14) and (15), respectively:

d = max(0, hc− | (r⃗fluid − r⃗lag) · n⃗ |) (14

here r⃗fluid is the position of the projected fluid node on the Lagrangian surface, r⃗la

the position of the Lagrangian node.





d d̃
dt

= (V⃗fluid − V⃗lag) · n⃗, if d > 0

d d̃
dt

= 0, if d ≤ 0
(15

here V⃗fluid is the velocity of the fluid node, V⃗lag is the velocity of the structure. Th

lue of the displacement is null at the instant ti when the fluid node enters the influenc

ne, i.e. d̃(ti) = 0. The Radioss documentation suggests to use the following value

r hc and kc:

hc = 1.5× lf (16
13
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kc =
ρ0wU

2
maxSel

hc

(17

here lf is the size of the fluid elements in contact with the structure, Umax is th

ructure maximum velocity and Sel is the mean surface of the structural elements.

This method has been applied to different hydrodynamic impact problems, namel

e vertical impact of a wedge [35], the ditching of deformable fuselage sections [26

d the ditching of a helicopter [36].

gure 6: Illustration of the penetration of a fluid node inside the influence zone of the structure, d(t

e relative velocity of the fluid node regarding the Lagrangian (structural) element is (V⃗fluid−V⃗lag)·n⃗

2.4. Initial and boundary conditions

It has been observed that the water is pushed down and significant contact forces ar

served before the structure reaches the undisturbed water level. This phenomeno

due to the contact algorithm used in the present numerical model (presence of th

ructure influence zone, see Section 2.2.3). To compensate for this phenomenon, a

ditional vertical offset equal to hc is given to the structure in the numerical simu

tions. Therefore, the bottom boundary of the influence zone of the structure in th

mulations is at the same position as the (physical) structure in the experiments (se
14
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ig. 7). Hence, the motion of the structure in the simulations is prescribed accordin

Eq. (18), which is obtained by adding the term hc to Eq. (1):





h(t) = −Hsin(2π(t− t0)/T ) + δz + hc, t0 ≤ t ≤ T/2 + t0

ḣ(t) = Umax, t ≥ T/2 + t0
(18

gure 7: Position of the structure in the numerical simulations (left) and the experiments (right) a
, i.e. at the time when the structure starts decelerating. hc is the contact height, δz is the paramete
troduced a posteriori in the experiments, and β is the deadrise angle of the cone.

Gravity is applied to all the nodes of the model in the z⃗ direction (g⃗ = −9.81 z⃗ m/s2)

ravity is used to initialise the pressure field in the fluid domain using the followin

lation:

P = P 0 + ρ0gz (19

here P 0 = 0.101325 MPa is the initial pressure at z = 0, g is the gravity acceleration

is the initial fluid mass density and z is the vertical coordinate (recall that z = 0 mm

rresponds to the initial air-water interface).

At the boundaries of the fluid domain corresponding to symmetry planes, the veloc

in the direction normal to the fluid domain is set at zero. Non-reflecting boundar

nditions, based on the pressure formulation given in [37], are applied to the othe

undaries of the fluid domain.
15
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3. Results analysis

For the sake of the numerical approach validation, the numerical results are com

red to the experimental ones in terms of non-dimensional hydrodynamic force an

etted surface radius. The non-dimensional hydrodynamic, fadim, force is defined as:

fadim =
Fz

ρU2
maxS

(20

here Fz is the vertical hydrodynamic force acting on the rigid body due to the fluid

ructure coupling algorithm. S = πR2 is the projected area of the structure and R i

e structure radius.

The relative difference between the experimental and numerical maximum and min

um values of the non-dimensional forces, respectively ∆fadim max and ∆fadim min, ar

fined as:

∆fadim max =
fadim exp max − fadim num max

fadim exp max

(21a

∆fadim min =
fadim exp min − fadim num min

fadim exp min

(21b

The wetted surface radius analysis requires a specific post-processing operation o

e computational results. For this purpose, the air volume fraction in the fluid element

a symmetry plane is monitored (see Fig. 8a). Then, the iso-line corresponding to

lume fraction of 0.5 (assumed to correspond to the position of the air-water interface

extracted from this data. The wetted surface radius is taken as the radial position o

e highest point of this iso-line (see Fig. 8b).
16
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(a) (b)

gure 8: Water entry and subsequent exit of the cone at t = 245 ms. (a) Visualisation of the volum
ction in the fluid elements at a symmetry plane. (b) Extraction of the iso-line corresponding to
lume fraction of 0.5, of the position of the highest point on this iso-line (blue cross +) and of th
tted surface radius.

The evolution of the pressure has been monitored numerically at different location

the structures. The position of the pressure gauges are described for the cone an

e hemisphere in Fig 9a and Fig. 9b respectively. Note that the pressure gauge

e located outside the influence zone of the structures. Indeed, due to the couplin

ethod used in the present study (penalty method), the pressures obtained inside th

fluence zone of the structure are noisy and difficult to analyse. Inside the influenc

ne of the structure, the fluid elements contain an air-water mixture. It means tha

e volume fraction of the elements in the influence zone rapidly oscillates over time

tween ρ0w = 10−3 g/mm3 and ρ0a = 10−6 g/mm3. The oscillations (noise) of th

lume fraction induce the oscillations of the pressure results. The numerical result

e presented in terms of pressure coefficient, padim (see Eq. (22)). The numerica

essure results are not compared to experimental results because pressures had no

en measured during the experiments.

padim =
P − P 0

ρ0wU
2
max

(22

here P is the pressure measured by the gauges and P 0 is the initial pressure.
17
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(a) (b)

gure 9: Illustration (not to scale) of the pressure gauges position for (a) the cone and (b) th
misphere. The distance between the gauges are given in millimetres.

Investigation of different numerical parameters affecting the water entr

and subsequent exit simulations

The effect of several simulation parameters had been studied in [35] for the wate

try of a wedge. This study helped us define guidelines for the simulation of hy

odynamic impacts with the numerical method presented in this paper. It has bee

ted that the fluid elements near the impacting structure (impact zone) should be a

ast two times smaller than the structure elements to ensure fluid-structure interac

on continuity. The size of the fluid elements outside the impact zone can be increase

adually to reduce the number of fluid elements in the model (a factor of 1.2 betwee

e sizes of two adjacent elements has been found to be suitable). The impact zon

mensions should be equal to twice the structure dimensions. Also, the dimensions o

e (entire) fluid domain should be large enough to avoid boundary effects. Followin

is preliminary work, the influence of different model parameters is studied in this sec

on. The following points are discussed: the effect of the speed of sound in the water

e effect of the contact stiffness (used for the fluid-structure interaction) and the effec

the size of the fluid elements in the impact zone (around the structure). The result

e presented for the water entry and subsequent exit of the cone with cmax = 250 mm

aximum wetted surface radius) and Umax = 0.6 m/s. The maximum wetted surfac

dius corresponds to the theoretical value obtained with the Wagner theory when th
18



Journal Pre-proof

pe301

3.302

f303

so e304

ti f305

co r306

(a d307

of .308

T309

th e310

ab e311

en312

an n313

to e314

co n315

3 c316

pe n317

in e318

be319

e320

th e321

ar )322

is323

)
Jo
ur

na
l P

re
-p

ro
of

netration depth is maximum (see section 2.4 in [31]).

1. Effect of the speed of sound in the water

As presented in Section 2.2.2, the water equation of state depends on the speed o

und in the medium (cs), among other parameters. In explicit simulations, the stabl

me step depends on the sound celerity. Therefore, it can be beneficial in terms o

mputation time to use a speed of sound value smaller than the real value for the wate

pproximately cs = 1500 m/s). Simulations have been performed with different spee

sound values: cs = {200; 500; 1500} m/s (other parameters remaining identical)

he results in terms of hydrodynamic force are presented in Fig. 10. The results show

at decreasing the value of cs in the computation leads to a slight reduction of th

solute force value. This maximum value is reached at the transition between th

try and exit stages (note that the force is negative at this time). A decrease of 2.3%

d 5.5% is observed for cs = 500 m/s and cs = 200 m/s, respectively, in compariso

the case with cs = 1500 m/s. The computation times are given in Table 4. Th

mputation time needed to complete this simulation with cs = 1500 m/s is more tha

times higher than with cs = 500 m/s. The loss of accuracy in terms of hydrodynami

ak force predictions (≃ 2.3%) had been considered reasonable concerning the gai

computation time (3 times less). The results presented in the following paper hav

en obtained with cs = 500 m/s.

An alternative linear polynomial equation of state has also been tested to describ

e water behaviour (see Eq. (23)). The results obtained with both equations of stat

e very similar (for the same values of cs). The stiffened gas equation of state (Eq. (9)

used in the following simulations.

P = P 0 + ρwc
2
s (23
19
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gure 10: Time history of the hydrodynamic force during the water entry and subsequent exit of th
ne, with cmax = 250 mm and Umax = 0.6 m/s, for several values of the speed of sound in the wate
{200, 500, 1500} m/s.

cs (m/s) 200 500 1500
Computation time (DD-hh:mm:ss) 2-08:53:01 3-11:02:05 10-11:27:38

ble 4: Simulation of the water entry and subsequent exit of the cone, with cmax = 250 mm an

ax = 0.6 m/s. Comparison of the computation time for cs = {200; 500; 1500} m/s.

2. Effect of the contact stiffness

In this section, the effect of the contact stiffness parameter kc on the hydrodynami

rce is analysed. The numerical results obtained for the water entry and subsequen

it of the cone, with a fluid element size of lf = 2.5 mm, are presented in Fig. 11 fo

fferent values of kc.

With the recommended value, kc0 = 0.0096 N/mm, obtained using Eq. (17), th

rce time history presents some low-frequency oscillations during the exit stage, start

g when the force reaches its minimum value. Increasing the value of kc reduces thes

cillations and the amplitude of the negative peak force. For kc ≥ 4 × kc0 , the forc

gnal does not oscillate anymore, but the negative peak force value is lower than fo

gher values of kc. Convergence of the numerical results if achieved for kc ≥ 8 × kc0

he amplitude of the positive peak force is less influenced by the value of kc than th

plitude of the negative peak force. The cone results presented in Section 4 have bee

tained with a value of kc = 16× kc0 = 0.1536 N/mm.

A similar convergence study has been carried out for the hemisphere case. Th
20
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nvergence of the results has been obtained for kc = 160 × kc0 = 1.536 N/mm. Thi

gher stiffness value is explained by the difference in geometry. Indeed, the flat bottom

the hemisphere leads to a more rapid increase of the hydrodynamic force durin

e first instants of the impact, requiring a higher contact stiffness for the numerica

odelling. The hemisphere results presented in Section 4 have been obtained with

lue of kc = 1.536 N/mm.

0 50 100 150 200 250
Time (ms)

80

60

40

20

0

20

40

F z
 (N

)

kc0 = 0.0096 N/mm
4 × kc0

8 × kc0

16 × kc0

gure 11: Time history of the hydrodynamic force during the water entry and subsequent exit of th
ne, with cmax = 250 mm and Umax = 0.6 m/s. Different contact stiffness are tested. The contac
iffness kc0 = 0.0096 N/mm is obtained when using Eq. (17).

3. Effect of the size of the fluid elements in the impact zone

In this section, the influence of the size of the fluid elements on the numerica

sults is investigated. Note that, as the present numerical model uses an explici

lver, the stable time-step of the computation also depends on the size of the flui

ements (via the CFL condition). The water entry and subsequent exit of the cone

ith cmax = 250 mm and Umax = 0.6 m/s, is simulated using different sizes of flui

ements in the impact zone, lf = {2; 2.5; 3; 4; 5; 7.5} mm. To study the influence o

e size of the fluid elements on the numerical results, in this section only, the vertica

sition of the structure is defined by Eq (1). The cone velocity is equal to 0.6 m/

til it reaches the level z = δz. The contact stiffness is set to kc = 0.1536 N/mm fo

l the fluid element sizes considered here. The results in terms of hydrodynamic force

e presented in Fig. 12.
21
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The computation times corresponding to each numerical simulation are provided i

ble 5. The computational time is larger when the fluid elements are smaller. Indeed

e number of fluid elements is higher, and the stable time step is smaller (highe

mber of time steps to reach the same physical time).

From Fig. 12, it is observed that the duration of the stages where the force is positiv

d negative is independent of the size of the fluid elements. However, the maximum

d minimum values of the hydrodynamic force obtained numerically decrease with lf

deed, the contact height hc is proportional to lf . Therefore, fewer fluid nodes interac

ith the structure, at a given time, for a lower value of lf . Note that, in terms of forc

plitude, the exit phase is slightly more sensitive to the size of the fluid elements tha

e entry phase. Indeed, the maximum hydrodynamic force obtained for lf ≤ 3 mm ar

milar (difference lower or equal to 1.6 N). A more pronounced difference is observe

r the minimum hydrodynamic force obtained for lf ≤ 3 mm (difference lower or equa

3.1 N).

0 50 100 150 200 250 300
Time (ms)

100

75

50

25

0

25

50

75

F z
 (N

)

lf = 7.5 mm
lf = 5 mm
lf = 4 mm
lf = 3 mm
lf = 2.5 mm
lf = 2 mm

gure 12: Time history of the hydrodynamic force during the water entry and subsequent exit of th
ne, with cmax = 250 mm and Umax = 0.6 m/s. The considered sizes of the fluid elements in th
pact zone are lf = {2; 2.5; 3; 4; 5; 7.5} mm.

lf (mm) 7.5 5 4 3 2.5 2
Total number of fluid finite elements 526 176 1 376 160 2 397 008 5 102 208 8 140 520 14 682 662
Computation time (DD-hh:mm:ss) 04:19:34 19:05:12 1-01:03:24 2-10:34:12 3-11:02:05 12-02:31:53

ble 5: Simulation of the water entry and subsequent exit of the cone, with cmax = 250 mm an

ax = 0.6 m/s, for lf = {2; 2.5; 3; 4; 5; 7.5} mm. Comparison of the computation time and numbe
fluid finite elements associated with each model. 64 CPUs were used for all computations.
22
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To further assess the convergence of the hydrodynamic force as a function of th

ze of the fluid elements, the Grid Convergence method (based on the Richardso

trapolation method [38]) has been applied to the present results. This method allow

timating (i) the continuum value (at zero grid spacing) of a quantity of interest from

series of lower-order discrete values and (ii) the error associated with the size of th

id used to discretize the simulation domain. The reader is referred to [39] for detail

d guidelines about the method. As explained in [40], this kind of error estimatio

ethod is sensitive to noise. A polynomial fit has been used on the numerical result

compensate for this limitation around the positive hydrodynamic force peak, wher

e oscillations are the strongest. The data used for this convergence study and th

sociated results are synthesized in Table 6. The maximum force values in Table 6 ar

tained with the data fit.

Φ = Fz max Φ = Fz min

lf (mm) 2, 2.5, 3 2, 2.5, 3
Φ1 58.75 N −88.69 N
Φ2 60.57 N −91.27 N
Φ3 62.41 N −94.36 N
p 1.05 1.91

Φextr
21 51.85 N −83.83 N
ea1 13.30% 5.8%
ea2 16.8% 8.88%
ea3 20.36% 12.57%

GCI21 14.68% 6.85%

ble 6: Data used to perform the convergence study based on the Grid Convergence method an
sociated results.

The application of the Grid Convergence method yields an order of convergenc

p = 1.05 for Fz max and p = 1.91 for Fz min. The estimated continuum values o

e maximum and minimum hydrodynamic forces, together with the results obtaine

ith different grid spacing, are presented in Fig. 13a and Fig. 13b, respectively. Th

aximum hydrodynamic force is extrapolated to be F extr
z max 21 = 51.85 N. The lower

ripts refer to the grid number (1 for lf = 2 mm, 2 for lf = 2.5 mm and 3 for lf =

m). The numerical uncertainty associated with the model lf = 2 mm, regardin

e extrapolated value, is GCI = 14.68% (Grid Convergence Index). The minimum
21

23
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drodynamic force is extrapolated to be F extr
z min 21 = −83.83 N, , with a GCI21 o

85%. The extrapolated relative error is the error between a value obtained for a give

id and the extrapolated continuous solution. This error is given by ean =| Φextr
21 −Φ n

Φextr
21

ith n the grid number. The extrapolated relative error obtained for the different gri

acing is presented in Fig. 14. Note that for a normalized grid spacing r ≤ 1.25, i.e

r a fluid element size lf ≤ 2.5 mm, the extrapolated relative error remains unde

.8% for Fz max and under 8.88% for Fz min.
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gure 13: Extrapolation of the (a) maximum and (b) minimum hydrodynamic force using the Richard
n extrapolation method.

1.0 1.5 2.0 2.5 3.0 3.5

r = lf
lf min

10

20

30

40

50

60

Ex
tra

po
la

te
d 

re
la

tiv
e 

er
ro

r (
%

) Fz max

Fz min

gure 14: Estimation of the extrapolated relative error for the maximum and minimum hydrodynam
rce associated for different normalized grid spacing.

In conclusion, the water entry and subsequent exit problem has been modelled us

g different fluid element sizes. The convergence of the numerical results has bee
24
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timated visually and with an error indicator based on an extrapolation method. I

s been observed that for the considered sizes, (i) smaller fluid elements lead to mor

curate numerical results and higher computation times, and (ii) the numerical result

e not entirely converged. However, to maintain a reasonable computation time (wit

e model containing several millions of 3D fluid elements and the 64 CPUs used for th

mputation), it has been decided to set lf = 2.5 mm for the investigations presente

the following sections. The loss of accuracy in terms of hydrodynamic force pea

edictions, in comparison with the case lf = 2 mm and with the extrapolated con

nuous solution, has been considered reasonable compared to the gain in computatio

me.

Comparisons with experimental results

In this section, the numerical results are compared to experimental data from [31

r the water entry and subsequent exit of a cone (Section 4.1) and a hemispher

ection 4.2). The evolution of the non-dimensional hydrodynamic forces and th

etted surface radius are considered for several maximum impact velocities (Umax ∈

.6; 0.4] m/s) and maximum wetted surface radius (cmax ∈ [200; 250] mm). The evolu

on of the pressure coefficient at the different gauges locations (see Fig. 9) is given fo

e cone case, with cmax = 250 mm and Umax = 0.6 m/s, and for the hemisphere case

ith cmax = 200 mm and Umax = 0.4 m/s.

The conclusions drawn from Section 3 are considered to define the numerical models

mely a water sound celerity cs = 500 m/s and a mesh size lf = 2.5 mm have bee

opted. For the cone, the contact stiffness is set to kc = 0.1536 N/mm. For th

misphere, the contact stiffness is set to kc = 1.536 N/mm.

1. Water entry and subsequent exit of a cone

In Fig. 15, the evolution of the hydrodynamic force is presented together with th

sition of the lowest point of the cone (h) and the cone velocity (ḣ) for the water entr

d subsequent exit of a cone for cmax = 250 mm and Umax = 0.6 m/s.
25
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After the first contact between the cone (or influence zone) and the water, th

drodynamic force rapidly increases and reaches a maximum (positive force peak)

hen, the force decreases and becomes negative (suction force) as the cone decelerate

ee Fig. 15). As outlined in [31], when the force is null the cone velocity is still directe

wnward (along −z⃗). The force reaches its minimum at the transition between th

try and exit stages, i.e. when the cone velocity changes sign. Finally, the forc

adually tends to zero.

The evolution of the non-dimensional hydrodynamic force during the water entr

d subsequent exit of a cone is presented in Fig. 16a and 16b for cmax = 250 mm

d cmax = 200 mm, respectively. The non-dimensional force is expressed dependin

the non-dimensional time t∗ = Umaxt
R

. Overall, the numerical model predicts with

ther good accuracy the evolution of the hydrodynamic force, for two different initia

locities and maximum penetration depths. In particular, the times at which th

rce reaches its maximum, its minimum and changes sign are well reproduced by th

mulations. Notice that the stage during which the force is negative is longer than th

e during which it is positive. However, the numerical model slightly underestimate

e magnitude of the force peaks. These results may be related to the observation

ade in Section 3.3. Larger force peak magnitudes will likely be achieved with a fine

esh. Indeed, a finer mesh implies a smaller contact height (see Eq. (16)) and, thus,

ne kinematics closer to the experiments (i.e. a greater maximum penetration dept

the numerical model). The difference between experiments and simulations is mor

onounced for the case cmax = 200 mm and Umax = 0.57 m/s, with ∆fadim max = 11%

d ∆fadim min = 5% (see Fig. 16b). It is less perceptible for the lower impact velocit

max = 0.4 m/s (∆fadim max = 3% and ∆fadim min = 9%) because of the oscillations o

e experimental data.

During the entry stage, the evolution of the hydrodynamic force is independent o

e velocity of the structure. The results diverge starting from the transition betwee

e entry and exit stages, around t∗ = 0.25 and t∗ = 0.18 in Fig. 16a and Fig. 16
26
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spectively. This divergence highlights the effect of the structure velocity, hence o

avity, on the evolution of the hydrodynamic force during the exit stage, as commente

[15]. For both experimental and numerical results, the effect of gravity is mor

onounced for the lower values of Umax.

gure 15: Time history of the hydrodynamic force, position of the lowest point of the cone (h) and th
ne vertical velocity (ḣ) during the water entry and subsequent exit of a cone with cmax = 250 mm
d Umax = 0.6 m/s.
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gure 16: Evolution of the non-dimensional hydrodynamic force depending on the non-dimensiona
e during the water entry and subsequent exit of the cone, with (a) cmax = 250 mm and Umax =
.4; 0.6} m/s and (b) cmax = 200 mm and Umax = {0.4; 0.57} m/s.

The evolution of the pressure coefficient measured at the gauges p1-p5 during th

ater entry-exit of the cone (cmax = 250 mm and Umax = 0.6 m/s) is presented in Fig 17

his configuration features the maximum suction force amplitude of the configuration

nsidered in this study. Positive pressure peaks are observed for the gauges p1 to p

the beginning of the entry stage (t∗ ≤ 0.24). The amplitude of the positive pressur
27
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aks decreases as the cone decelerates: padim max p2 > padim max p3 > padim max p4. Th

lative pressure changes sign as the cone decelerates, around t∗ ≃ 0.24, similarly t

e instant when the hydrodynamic force changes sign (see Fig. 16a). The minimum

lative pressures are measured around t∗ ≃ 0.33. The minimum relative pressure ar

mprised between padim = −0.63 for p5 and padim = −1.47 for p3. Finally, the pressur

turns toward padim = 0 at the end of the exit stage. One can note that the gauge p

es not measure a positive pressure peak during the simulation. For this configuration

e occurrence of the minimum relative pressures corresponds to the occurrence of th

inimum hydrodynamic force observed in Fig. 16a. It is however impossible to conclud

out the accuracy of these pressure evolutions, as no corresponding experimental dat

available.
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gure 17: Evolution of the pressure coefficient at the gauges p1-p5 during the water entry an
bsequent exit of the cone, with cmax = 250 mm and Umax = 0.6 m/s.

The evolution of the wetted surface radius for the water entry and subsequent exi

the cone is presented in Fig. 18a and 18b, for cmax = 250 mm and cmax = 200 mm

spectively. The numerical results stop before the experimental ones because th

ration of the numerical simulations is inferior to the duration of the experiments

t note that the hydrodynamic force is already almost equal to zero at this stag

ompare Fig. 16 and 18). For the considered body geometries and kinematics, th

aximum wetted surface radius is attained when the penetration depth of the structur
28
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maximum, i.e. when the cone velocity changes sign.

Overall, the numerical model accurately predicts the evolution of the wetted surfac

dius. However, it slightly underestimates the maximum value of the wetted surfac

dius. This is probably due to the absence of the water jets generated during th

pact in the simulation. Indeed, the size of the fluid elements near the structur

mains too large to model these thin jets. The numerical model also predicts a milde

crease of the wetted surface radius towards the end of the simulation.
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gure 18: Time history of the wetted surface radius during the water entry and subsequent ex
the cone, with (a) cmax = 250 mm and Umax = {0.4; 0.6} m/s and (b) cmax = 200 mm an

ax = {0.4; 0.57} m/s.

2. Water entry and subsequent exit of a hemisphere

The evolution of the non-dimensional hydrodynamic force during the water entr

d subsequent exit of a hemisphere is presented in Fig. 19a and 19b, for cmax = 250 mm

d cmax = 200 mm, respectively. The non-dimensional force is expressed dependin

the non-dimensional time t∗ = Umaxt
R

.

Contrary to the cone case, the non-dimensional hydrodynamic force is higher durin

e entry stage than during the exit stage. Otherwise, the observations are simila

those made for the cone. The numerical model accurately predicts the evolutio

the hydrodynamic force. The case cmax = 200 mm and Umax = 0.4 m/s aside

fadim max/min ≤ 5%. For the case cmax = 200 mm and Umax = 0.4 m/s, the differenc

tween the experimental and numerical minimum force amplitudes is particularly hig
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e to the oscillations of the experimental measures (∆fadim min ≃ 19%, see Fig. 19b)

he effect of gravity on the evolution of the hydrodynamic force is also similar for th

misphere. During the entry stage, the hydrodynamic force evolution is independen

the velocity of the structure. The results start diverging at the transition betwee

e entry and exit stages, around t∗ = 0.15 in Fig. 19b. Finally, the effect of gravity i

ore pronounced for the lower values of Umax.

In addition, a couple of observations can be made for the case cmax = 250 mm

d Umax = 0.6 m/s. Firstly, a temporal discrepancy occurs at the end of the en

y stage: the negative non-dimensional force peak occurs later in the simulation (se

ig. 19a). This temporal discrepancy is also visible for the case cmax = 200 mm an

max = 0.56 m/s (see Fig. 19b). Secondly, the force measured experimentally at th

d of the exit stage becomes positive before decreasing toward zero. Note that thi

enomenon has also been observed numerically for the water entry and exit of a

panding and contracting circular cylinder (see Section 4.3., Fig. 8.c and 8.d, in refer

ce [9]). The present numerical model predicts a different tendency: a gradual increas

the hydrodynamic force toward 0 N at the end of the exit stage. The reasons for thi

fference are unknown.
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gure 19: Evolution of the non-dimensional hydrodynamic force depending on the non-dimensiona
e during the water entry and subsequent exit of the hemisphere, with (a) cmax = 250 mm an

ax = 0.6 m/s and (b) cmax = 250 mm and Umax = {0.4; 0.56} m/s.

The evolution of the pressure coefficient, measured at the gauges p1 to p5 during th

ater entry-exit of the hemisphere (cmax = 200 mm and Umax = 0.4 m/s) is presente
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Fig 20. This configuration features the minimum suction force amplitude of th

nfigurations considered in this study. Positive pressure peaks are observed for th

uges p1 to p3 at the beginning of the entry stage (t∗ ≤ 0.2). The amplitude o

e positive pressure peaks decreases as the hemisphere decelerates: padim max p2 >

dim max p3. A slightly negative relative pressure is observed for the gauges p2 and p

arting from t∗ ≃ 0.22. After the positive pressure peak, aside from the gauges p2 an

, the relative pressure decreases toward padim = 0 at the end of the exit stage an

mains positive. These results seem consistent with the low value of the suction forc

served in Fig. 20. Again, it is impossible to conclude about the accuracy of thes

essure evolutions, as no corresponding experimental data is available.
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gure 20: Evolution of the pressure coefficient at the gauges p1-p5 during the water entry an
bsequent exit of the hemisphere, with cmax = 200 mm and Umax = 0.4 m/s.

The evolution of the wetted surface radius for the water entry and subsequent exit o

e hemisphere had not been measured experimentally, as explained in [31]. Therefore

e corresponding numerical results are not presented.

Discussion and conclusion

In the present work, simulations of the water entry and subsequent exit of a con

d hemisphere have been analysed. Particular attention has been dedicated to th

ction force prediction and the wetted surface evolution. As explained in the intro

ction, suction forces play an important role during aircraft ditching. The objectiv
31
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the present study has been to assess the capacity of the presented numerical metho

model suction forces. The computations have been carried out using a CEL ap

oach and the explicit solver Radioss, developed by Altair. This numerical metho

adapted to address both simple and more complex three-dimensional hydrodynami

pact problems. Comparisons have been made with existing experimental results

verall, the numerical results are in good agreement with the experimental results. I

rticular, the numerical model predicts quite well the evolution of the hydrodynami

rce and the transition from positive to negative (suction) force observed in the ex

riments (ranging from 60 N to −75 N). The fluid-structure interaction method is no

le to model the thin jet generated during the impact, as observed in the experiments

deed, the size of the fluid elements near the structure is too large compared to th

ickness of the jets. This may explain the slight underestimation of the wetted surfac

dius by the numerical model. Nonetheless, the evolution of the wetted surface i

erall satisfactorily predicted. The sensitivity of the numerical results to different nu

erical parameters has been studied, especially to the contact stiffness and the size o

e fluid elements in the impact zone (near the structure). The uncertainty associate

ith the results obtained for different sizes of fluid elements has been estimated using a

trapolation method. It appeared that the convergence of the numerical results coul

attained with a finer spatial discretization of the fluid domain. However, a fine

atial discretization would drastically increase the computational cost as the model i

and features several millions of fluid elements. Therefore, an intermediary size o

id elements has been selected as a compromise between precision and computationa

st.

The evolution of the local pressure has been presented for two of the studied config

ations: the cone case, with cmax = 250 mm and Umax = 0.6 mm; and the hemispher

se, with cmax = 200 mm and Umax = 0.4 mm. The cone and hemisphere case

spectively feature the maximum and minimum suction force amplitudes of the con

urations considered in this study. These results show that the present method is abl
32
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provide insight into local pressure variations (near the structure) during water entr

d subsequent exit problems. A negative relative pressure is observed for the con

se, and almost no negative relative pressure is observed for the hemisphere. Unfor

nately, the experimental results do not include pressure measurements. Therefore

is not possible to conclude about the accuracy of these pressure evolutions. How

er, as hydrodynamic impacts feature high spatial and temporal pressure gradients

is supposed that a finer spatial discretization of the fluid domain would improve th

ecision of the computed pressure. The use of smaller fluid elements would obviousl

duce higher computation times.

This numerical method, validated for water entry and subsequent exit experiment

d in a laboratory, could be applied to water impact simulations in realistic ditchin

nditions. Notice that the vertical velocity order of magnitude in the present cases i

milar to the vertical velocity order of magnitude of an aircraft during ditching (les

an 5 m/s). For instance, in [17], the ditching of a generic rigid aircraft body has bee

odelled with a structural vertical velocity of 1.5 m/s. Moreover, the same numerica

ethod has been proved efficient to model high-velocity hydrodynamic impacts [35].

Future work will be dedicated to performing simulations and new experiments fo

ore complex hydrodynamic impacts, more representative of realistic ditching cond

ons, involving a horizontal velocity and a wavy free surface. Also, the cavitation phe

menon could be considered in the present numerical method. Indeed, it is possible t

ke into account a cut-off pressure corresponding to the physical water vapour pressur

t a given temperature) in the water equation of state. Cavitation acts like a natura

it for the suction forces as it limits the magnitude of negative (relative) pressur

the water. Therefore, considering cavitation would be interesting when modellin

drodynamic impacts with higher impact velocities, such as aircraft ditching [41].
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