
1. Introduction
Parameterizations in numerical models are generally introduced to describe processes that cannot be explicitly 
represented because they are not fully understood or would require a computational power that is not available. 
For ocean and atmosphere circulation models, this is particularly the case for small scale processes related to 
sub-grid motions. In wave models, the sea state is described by the power spectral density of the surface elevation 
E(f, θ), distributed across frequency f and direction θ, and parameterizations are mostly used in the representation 
of the spectral evolution source term S(f, θ) on the right hand side of the wave energy balance equation (Komen 
et  al.,  1994). These parameterizations are necessary because of either poorly understood physical processes, 
in particular for the source term Sin(f, θ) that represents the generation of waves by the wind (Janssen, 1991; 
Miles,  1957) and the dissipation source term Sds(f, θ) that accounts for wave breaking (Phillips,  1985), or 
processes for which the accurate theoretical source term takes a form that is too costly to evaluate at each model 
time step. The latter is the case of the non-linear four-wave interaction source term Snl(f, θ) (Hasselmann, 1962), 
for which the discrete interaction approximation (DIA) of Hasselmann et al. (1985) is the parameterization used 
in most application cases. The DIA simplifies the interaction for each spectral component as the interaction 
within only two sets of four interacting wave components, known as quadruplets, instead of the integration over 
many more quadruplets, possibly thousands of them.

Abstract Numerical wave models have been developed to reproduce the evolution of waves generated in 
all directions and over a wide range of wavelengths. The amount of wave energy in the different directions 
and wavelength is the result of a number of physical processes that are not well understood and that may 
not be represented in parameterizations. Models have generally been tuned to reproduce dominant wave 
properties: significant wave height, mean direction, dominant wavelengths. A recent update in wave dissipation 
parameterizations has shown that it can produce realistic energy levels and directional distribution for shorter 
waves too. Here, we show that this new formulation of the wave energy sink can reproduce the variability 
of measured infrasound power below a frequency of 2 Hz, associated with a large energy level of waves 
propagating perpendicular to the wind, for waves with frequencies up to 1 Hz. The details are sensitive to the 
balance between the non-linear transfer of energy away from the wind direction, and the influence of dominant 
and relatively long waves on the dissipation of shorter waves in other directions.

Plain Language Summary As the wind blows over the ocean, waves are generated in all directions 
and over a wide range of wavelengths. The amount of wave energy in the different directions and wavelength 
is the result of a number of physical processes that are not well understood. Practical models used for marine 
weather and engineering use a decomposition of the wave field across all these different directions and 
wavelengths. The sources and sinks of energy of the different components have usually been adjusted to 
properly represent the total energy, the dominant wavelengths, and mean directions, with generally bad results 
for the shorter wave energy and its directional distribution. Here, we show that a recently proposed formulation 
for the energy sink can be adapted to produce realistic levels of short wave energy in all directions, revealing the 
importance of different evolution time scales for different wave components. Our wave model is validated using 
a wide range of measurements, including underwater infrasound power that is related to the presence of waves 
in opposing directions.
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The general difficulty of wave modeling is that the model uses a spectral dissipation rate Sds(f, θ) that is not meas-
ured directly. Here, we will particularly discuss the impact of the spectral shape of Sds on the shape of the wave 
spectrum E(f, θ). Because full directional measurements are extremely rare (Guimarães et al., 2020), we generally 
have to work from the direction-integrated spectrum,

𝐸𝐸(𝑓𝑓 ) = ∫
2𝜋𝜋

0

𝐸𝐸(𝑓𝑓𝑓 𝑓𝑓)d𝑓𝑓𝑓 (1)

and the directional distribution of wave energy,

𝑀𝑀(𝑓𝑓𝑓 𝑓𝑓) = 𝐸𝐸(𝑓𝑓𝑓 𝑓𝑓)∕𝐸𝐸(𝑓𝑓 ). (2)

Wave buoys and other point measurement systems provide reliable estimates of the first five moments E(f), a1(f), 
b1(f), a2(f), b2(f) (Ardhuin, Stopa, et al., 2019; Longuet-Higgins et al., 1963; Swail et al., 2009), with

𝑎𝑎𝑛𝑛(𝑓𝑓 ) = ∫
2𝜋𝜋

0

cos(𝑛𝑛𝑛𝑛)𝑀𝑀(𝑓𝑓𝑓 𝑛𝑛)d𝑛𝑛𝑓 𝜃𝜃𝑛𝑛(𝑓𝑓 ) = ∫
2𝜋𝜋

0

sin(𝑛𝑛𝑛𝑛)𝑀𝑀(𝑓𝑓𝑓 𝑛𝑛)d𝑛𝑛𝜃 (3)

From these moments, several frequency-dependent parameters can be derived from the spectrum to characterize 
the directional distribution. Besides mean directions, the directional spread σ1(f), as defined by Kuik et al. (1988), 
is reliably measured for frequencies up to 0.4 Hz (O’Reilly et al., 1996). A second spreading parameter σ2,E can 
give additional information and was extensively used by Ewans (1998) to establish that the wave spectrum is 
generally bimodal at high frequencies, as suggested by model simulations (Banner & Young, 1994). Here, we 

will use the alternative form 𝐴𝐴 𝐴𝐴2 =
√

1 − 𝐴𝐴2
2,𝐸𝐸

 , which is denoted σ ⋆ in Kuik et al. (1988). Hence, the two spreads 
have values in radians given by

𝜎𝜎1(𝑓𝑓 ) =

√

2

(

1 −

√

𝑎𝑎2
1
+ 𝑏𝑏2

1

)

, 𝜎𝜎2(𝑓𝑓 ) =

√

0.5

(

1 −

√

𝑎𝑎2
2
+ 𝑏𝑏2

2

)

. (4)

Another parameter that is defined from M(f, θ) and has been much less studied because it is not accessible from 
buoy data is the so-called “overlap integral” I(f),

𝐼𝐼(𝑓𝑓 ) = ∫
2𝜋𝜋

0

𝑀𝑀(𝑓𝑓𝑓 𝑓𝑓)𝑀𝑀(𝑓𝑓𝑓 𝑓𝑓 + 𝜋𝜋)d𝑓𝑓𝜃 (5)

Indeed underwater acoustic measurements at frequencies fs = 2f with f in the range 0.1–10 Hz, are expected to be 
proportional to the value of E(f) 2I(f) (Ardhuin et al., 2013; Farrell & Munk, 2010), while E(f) at those frequencies 
has a limited range of variation (Elfouhaily et al., 1997; Yurovskaya et al., 2013). Hence, underwater acoustics 
open a unique window on wave frequencies beyond 0.4 Hz s for which spectral information is very limited.

In the present paper, we particularly focus on the form of the dissipation term associated to wave breaking. Our 
starting point in Section 2 is a description of the parameterization proposed by Romero (2019), who introduced 
unique features that make it possible to reproduce the directional distribution of waves with frequencies higher 
than twice the wind sea peak frequency. We also present possible adjustments that may be needed to fit a wide 
range of observations. In Section 3, we look at the global-scale performance of this parameterization using usual 
satellite altimeter and buoy data that provide a measure of the dominant waves, and underwater acoustic meas-
urements that give some control of the directionality in the spectrum tail. Discussions and conclusions follow in 
Section 4.

2. Dissipation Parameterization and Impact on Spectral Shape
At very high frequencies, the dissipation caused by molecular viscosity that scales like the wavenumber squared 
should be important, together with the straining of turbulence by the Stokes drift shear that scales like the wave-
number to the power 1.5 (Ardhuin & Jenkins, 2006). These are particularly relevant for gravity-capillary waves 
(Dulov & Kosnik, 2009), and certainly contribute to the shape of the full spectrum (Elfouhaily et al., 1997), 
with an indirect effect on the dominant waves via the wind stress (Janssen, 1991). However, as we limit our 
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investigation to a maximum frequency of 1 Hz, we will neglect these effects and the dissipation is expected to be 
controlled by wave breaking (Sutherland & Melville, 2013).

With very limited information on the distribution of wave energy as a function of wave direction θ, the first 
discussions of the spectral shape were done in terms of the direction-integrated spectrum E(f). Phillips (1958) 
proposed that the non-dimensional spectrum α(f) = E(f) (2π) 4f 5/g 2 is constant at high frequencies, because in 
that range, all waves are breaking and thus have the same self-similar shape and the energy level “saturates.” 
The main focus of the present paper is how we go back from a direction-integrated view of the spectrum to a full 
two-dimensional spectrum.

The idea of saturation was generalized to a two-dimensional spectrum by Phillips (1985) who proposed that the 
degree of saturation, which is a non-dimensional quantity,

𝐵𝐵(𝑘𝑘𝑘 𝑘𝑘) = 𝑘𝑘3𝐸𝐸(𝑘𝑘𝑘 𝑘𝑘) (6)

determines the geometry of the surface and the form of the source terms. Hereinafter, we will use either wave 
frequency f or wavenumber k for the spectral dimension, exchanging one for the other using linear wave theory. In 
practice, we note that the wavenumber spectrum is less affected by non-linear effects than the frequency spectrum 
and may thus be preferred (Banner, 1990; Leckler et al., 2015). Phillips introduced the idea that the dissipation 
should be related to the length of breaking crests Λ(k, θ). Phillips (1985) proposed that, for a smooth enough spec-
trum, it is possible to use B(k, θ) as a measure of the steepness and parameterize Sds(k, θ) as a function of B(k, θ). 
In measurements, it is much more difficult to define breaking probabilities and dissipation rates for different spec-
tral components. Early measurements by Banner et al. (2000) focused on dominant waves and found that there 
is a threshold-like behavior for breaking probabilities as a function of a dominant wave steepness. The next step 
was to extend this to the frequency spectrum based on observations by Banner et al. (2002). The first attempts 
failed to produce a reasonable energy balance and spectral shape. In particular, the measurements suggested that 
short waves break more often in the presence of longer waves (Babanin & Young, 2005). This observation is very 
important and should be the topic of much more research. At present, a full theory for the modulation of wave 
breaking and associated dissipation rates of short waves is still missing and many different physical processes 
have been proposed to explain this behavior, leading to a wide range of parameterizations.

For example, Banner et al. (1989) observed that the passage of a breaking front with a phase speed vector C(k′) 
may “wipe out” all slower waves with a phase speed vector C(k). This effect was parameterized by Ardhuin 
et al. (2010), assuming that any breaking wave instantly dissipates a fraction |Ccu| of the energy of all shorter waves 
provided that the short wave frequency is less than rcu times the long wave frequency, giving a dissipation  term

𝑆𝑆ds,cu,−(𝑘𝑘𝑘 𝑘𝑘) = 𝐶𝐶cu𝑁𝑁(𝑘𝑘𝑘 𝑘𝑘)∫
𝑘𝑘′<𝑟𝑟2cu𝑘𝑘

|

|

|

𝐂𝐂(𝐤𝐤) − 𝐂𝐂
(

𝐤𝐤
′
)

|

|

|

Λ
(

𝐤𝐤
′
)

d𝐤𝐤′𝑘 (7)

in which Ccu is a tuning factor of order −1, and we note that the dissipation rate is relatively higher for short waves 
traveling against the long breaking waves. This expression led to the first successful practical wave model based 
on a saturation dissipation that strongly reduced wave model errors and was implemented in most operational 
wave forecasting centers starting with Météo-France and NCEP in 2012, followed by Environnement Canada, the 
UK Met Office, and finally ECMWF as of June 2019.

However, these parameterizations are far from perfect. First of all, the typical balance of source terms led to a 
high frequency spectrum tail proportional to f −4.5 and thus it still required an imposed parametric tail for the high 
frequencies. This parametric tail forces the spectrum to decay like f −5 from the spectral level at a frequency ft set 
to be 2.5 times the windsea mean frequency. In practice, the parameterizations based on Ardhuin et al. (2010) 
produce energy levels at ft, and thus for the entire tail, that is rather high for young waves and winds over 18 m/s. 
A high tail level produces a very high drag coefficient via the quasi-linear effect. Still the resulting energy balance 
produces wave heights that match observed wave heights up to at least 15 m (Alday et al., 2021; ECMWF, 2019).

On a practical side, the expression in Equation 7 involves a relatively costly integral because the norm of the 
phase velocity difference varies with the direction of the short and the long waves. This integral was left out in 
the ECMWF implementation. As an alternative, a good approximation is obtained by using the difference of the 
norms,
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𝑆𝑆ds,cu,+(𝑘𝑘𝑘 𝑘𝑘) = −𝐶𝐶cu𝑁𝑁(𝑘𝑘𝑘 𝑘𝑘)∫
𝑘𝑘′<𝑟𝑟2cu𝑘𝑘

(

|𝐂𝐂(𝐤𝐤)| −
|

|

|

𝐂𝐂
(

𝐤𝐤
′
)

|

|

|

)

Λ
(

𝐤𝐤
′
)

d𝐤𝐤′𝑘 (8)

with Ccu a tuning factor of order 1.

2.1. The Parameterization by Romero (2019)

Romero (2019) started from recent observation of spectral shapes (Romero & Melville, 2010) breaking probabil-
ities (Sutherland & Melville, 2015) and dissipation rates. He was the first to parameterize Λ(k) as a function of 
the two-dimensional saturation B(k, θ) without any integration in frequency or direction,

Λ(𝐤𝐤) =
𝑙𝑙

𝑘𝑘
exp

(

−
𝐵𝐵𝐫𝐫

𝐵𝐵(𝐤𝐤)

)

𝑀𝑀𝐿𝐿(𝐤𝐤)𝑀𝑀𝑊𝑊 (𝐤𝐤), (9)

where l = 3.5 × 10 −5 is a dimensionless constant and Br = 0.005 is a threshold for the two-dimensional saturation 
spectrum, that is related to the threshold for wave breaking (Banner et al., 2000). The two multiplicative terms 
ML and MW that directly modulate the breaking probability are there to parameterize the “cumulative dissipation 
effect.” The idea is that short waves are modulated by long waves, making the short waves steeper on the crests 
of the long waves and thus more likely to break. Donelan (2001) formulated that kind of effect using a “partially 
integrated mean square slope,” for all waves longer than k,

mss(𝑘𝑘) = ∫
2𝜋𝜋

0
∫

𝑘𝑘

0

𝑘𝑘2𝐸𝐸
(

𝑘𝑘′, 𝜃𝜃
)

d𝑘𝑘′d𝜃𝜃, (10)

which gives the same effect for all short waves and long wave directions. The first term ML in Equation 9 is simi-
lar to Donelan’s dissipation as it uses mss(k) with an added cosine-squared directional dependency that could be 
loosely justified by the modulation theory of Peureux et al. (2021),

𝑀𝑀𝐿𝐿(𝑘𝑘𝑘 𝑘𝑘) =
[

1 + 400
√

mss(𝑘𝑘)cos2(𝑘𝑘 − 𝑘𝑘𝑚𝑚)
]1.5

𝑘 (11)

where θm is the energy-weighted mean wave direction for the entire wave spectrum, hence close to the direction 
at the peak frequency. A discussion of this particular choice is deferred to Section 4.

The second term, MW is a function of the wind speed and was added to help the model reproduce the transition 
between the f −4 and f −5 regions of the wave spectrum, or k −2.5 to k −3 when considering wavenumber spectra 
(Lenain & Melville, 2017; Long & Resio, 2007),

𝑀𝑀𝑊𝑊 (𝑘𝑘) = (1 +𝐷𝐷𝑊𝑊max{1, 𝑘𝑘∕𝑘𝑘𝑜𝑜})∕(1 +𝐷𝐷𝑊𝑊 ) (12)

where 𝐴𝐴 𝐴𝐴𝑜𝑜 = 𝑔𝑔
[

3∕(28𝑢𝑢⋆)
]2 , with u⋆ being the friction velocity, corresponds to the scale at which the spectrum 

was observed to transition from k −2.5 to k −3. DW is a dimensionless factor with recommended values of 0.9 when 
the DIA is used and 2 when exact nonlinear wave interactions are computed. We finally note that the dissipation 
source term Sds(k) is taken to be proportional to Λ(k) with a dissipation rate per unit breaking crest length that is 
a function of a direction-integrated saturation level B(k) as defined by Romero et al. (2012).

𝑏𝑏(𝑘𝑘) = 𝐶𝐶 sat

𝑑𝑑𝑑𝑑

(

√

𝐵𝐵(𝑘𝑘) −
√

𝐵𝐵𝑇𝑇

)2.5

∕𝑔𝑔2, (13)

with BT = 0.0011 a direction-integrated saturation threshold, giving the dissipation source term

𝑆𝑆ds(𝑘𝑘𝑘 𝑘𝑘) = 𝑏𝑏(𝑘𝑘)
Λ(𝑘𝑘𝑘 𝑘𝑘)𝑐𝑐5

𝑔𝑔2
. (14)

Romero  (2019) only replaced the breaking parameterization (including the cumulative part) of Ardhuin 
et al. (2010), keeping all other aspects, including the swell dissipation based on Ardhuin et al. (2009) and wind-
wave generation that was adapted from Janssen (1991). The parameterization by Romero (2019) can therefore 
be chosen in the WAVEWATCH III model by using the “ST4” option for Sin and Sds parameterizations and only 
changing the value of a few model parameters, as listed in Table 1. The simulations using the original form of 
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Romero’s dissipation are given the identification number “700” in the following, but we have modified a few 
of the wind-wave generation parameters from those used by Romero  (2019). Namely, the wind-wave growth 
parameter was generally increased from its value βmax = 1.43, and its maximum roughness length of 0.0008 m 
was deactivated.

In some calculations, we also added a dissipation term representing wave–turbulence interactions (Ardhuin 
& Jenkins, 2006), with the coefficient Ct = 1 corresponding to a constant momentum flux with depth, while 
Kantha (2006) argued that typically Ct ≃ 0.5. This extra term was found to have no significant impact on the tail 
part of the spectrum, but Ct = 1 may reduce developed wave heights by about 5% as it plays a relatively more 
important role in the energy balance at frequencies below that of the windsea peak.

We now illustrate the effects of source term parameterizations on simulated waves in a very simple idealized 
situation, representing a spatially uniform ocean starting from rest with constant 10 m/s wind. Because Romero 
adjusted all parameters to reproduce the growth of wave heights given by the ST4-default parameterization 
(Ardhuin et al., 2010), there is little difference in wave heights, as shown in Figure 1a. The interesting results 
brought by the T700 parameterization is that it can produce a shape of the spectrum tail that is close to a f −5 
shape, for frequencies above 0.6 Hz (Figure 1b). Still the energy level is higher than the 0.7 × 10 −3 m 2/Hz 4 
reported by Leckler et al. (2015) for similar wind speeds but for younger waves. In the case of the standard ST4 
and ST6, that shape was imposed above a frequency ft that is a constant times the mean frequency of the windsea, 
applying the same directional distribution M(f, θ) for all f above ft. This imposed tail is one of the reasons why 
the ratio of cross-wind (mssc) to down-wind (mssd) mean square slopes is much lower compared to T700, as 
shown in Figure 1c. We note that these slope variances are only integrated up to 1 Hz (1.5 m wavelength), and 
we have added the contribution of waves with f > 1 Hz, using Elfouhaily et al. (1997). Because 70% of the slope 
variance is carried by waves shorter than 1.5 m, and the Elfouhaily et al. (1997) spectrum is poorly constrained 
at wavelengths from 0.2 to 3 m, a direct comparison with observed ratios MSSC/MSSD is a little premature and 
will not be pursued here. An alternative validation performed by Romero and Lubana (2022) uses measured slope 
variance in the presence of oil slicks (C. Cox & Munk, 1954) but is only qualitative because the effect of the slick 
on the shape of the wave spectrum is not exactly known.

A more dramatic difference is found for the overlap integral I(f). As noted by Romero and Lubana (2022), I(f) 
given by T700 can be more than 10 times the value given by any other parameterization, with values around 0.1 
for frequencies above 3 times the windsea peak frequency, consistent with stereo-video data (Leckler et al., 2015; 
Peureux et al., 2018). An interesting property is that the second-order wave field at large wavelengths has a power 
spectrum density at frequency fs = 2f that is proportional to E 2(f)I(f). These components generate acoustic-gravity 
modes (C. S. Cox & Jacobs,  1989), seismic modes (Hasselmann,  1963) and microbaroms (Brekhovskikh 
et al., 1973), as reviewed by Ardhuin, Gualtieri, and Stutzmann (2019) and De Carlo et al. (2020). As a result, 
any underwater acoustic or seismic measurements at frequency 2f will be proportional to E 2(f)I(f) (Duennebier 

Table 1 
Choices of Parameterizations, Methods and Parameter Adjustments for the Different Models That Use the “ST4” Switch in 
WAVEWATCH III Version 7

Run: Default Ccu = 0.3 700 702 704 700-WRT 702-WRT 702-GQM 707-GQM

Snl DIA DIA DIA DIA DIA WRT WRT GQM GQM

nB 1 1 3 3 3 3 3 3 3

Cds −3.8 −3.8 −3.8 −3.8 −3.8 −3.8 −2.3

Ccu −0.4 0.3 0 0.3 0.3 0 0.3 0.3 0.35

rcu 0.5 0.5 N.A. 0.5 0.5 N.A. 0.5 0.5 0.5

DW N.A. N.A. 0.9 0 0.9 2.0 0.0 0.0 2.0

Ct 0.0 0.0 0.0 1.0 1.0 0.0 1.0 1.0 1.0

su 0.3 0.2 0.3 0.2 0.0 0.3 0.0 0.0 0.0

Note. The choice nB = 1 corresponds to the choice of saturation definition given by Ardhuin et al. (2010), while nB = 3 uses 
the local saturation defined by Romero (2019). Cds is the first term on the RHS of Equation (13). When Ccu < 0 Equation (7) 
is used, when Ccu > 0 Equation (8). su is the sheltering coefficient from Ardhuin et al. (2009) used to tune the stress at high 
winds.
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et al., 2012; Farrell & Munk, 2008; Peureux et al., 2018), with the proportionality coefficient varying with depth 
and local sediment properties (Ardhuin et al., 2013). A factor 10 difference between modeled seismic response 
and data can be largely due to uncertainties in the seismic mode generation and dissipation (Ardhuin et al., 2013), 
but we expect that these effects are linear and only a function of location and frequency. Therefore, the observed 
temporal variation of underwater acoustic data should clearly discriminate between different parameterizations, 
as we shall see in Section 3.

In order to further improve on the parameterizations it is interesting to expose the features that give this spectrum 
behavior, namely the proper leveling of the direction-integrated saturation level f 5E(f) and the directional broad-
ening that gives these high I(f) values. A distinctive feature of Romero (2019)'s parameterization is that both the 
dissipation term and the cumulative effect are highly directional. Thus, for directions more than 90° away from 
the wind, if the value of B(k, θ) is not high enough there is no dissipation at all, and since the wind input is zero (or 
weakly negative) the only source of energy for these very oblique waves is the non-linear energy flux. As a result, 
whatever little flux of energy comes from Snl can accumulate to a significant energy level. Figure 2 shows the 
inverse dissipation time scales Sds/E and the resulting directional spectra distribution at frequencies 0.5 and 1 Hz.

The first striking feature is that the previous parameterizations have a nearly isotropic Sds/E. The use of a partial 
directional integration of B(k, θ) in the ST4-default of Ardhuin et al. (2010) gives a slightly larger dissipation in 
the wind direction compared to 30° away from the wind, but the dissipation remains relatively high for waves 
against the wind. In contrast, the relative dissipation Sds/E from Romero (2019) goes to zero for wave directions 
180–360°, allowing the spectrum to grow “broad shoulders” with high energy levels for directions 60–120 away 
from the wind, and still zero in the direction opposite to the wind. We note that a minor change in the cumulative 
term using Equation (8) with Scu = 0.3 instead of Equation (7) slightly increases the width of the ST4-default 
spectra (cyan “+” symbols in Figures  1 and 2). But this effect is weak, and the dissipation rate is still high 
for the large oblique angles relative to the wind. We may combine this cumulative effect with the one used 
by Romero (2019) to get some control over the magnitude of the “broad shoulders.” Here, we have proposed 
two versions of the parameterization. In T702 Romero's cumulative term is simplified by removing the wind 
dependent part and the isotropic cumulative term of Equation (8) is added with Scu = 0.3. This gives almost the 
same direction-integrated spectrum at high frequencies, as shown in Figure 1b, but a much lower overlap due to 

Figure 1. Time evolution of (a) wave height and (c) ratio of cross-wind over down-wind mean square slopes, and frequency 
distributions of (b) saturation level and (d) overlap integral after 30 h. Results with existing parameterizations based on 
ST4 (Ardhuin et al., 2010) and ST6 (Rogers et al., 2010) are shown for reference, together with Romero (2019) and several 
proposed adjustments (see Table 1).
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the finite dissipation time scales (5,000 s at 0.5 Hz, 1,000 s at 1 Hz). Alternatively, the T704 parameterization 
combines both cumulative effects, in which case the wind sheltering can be removed (su = 0) and a good high 
frequency tail level can be obtained, very similar to the default ST4 parameterization and the typical observed 
saturation level (Leckler et al., 2015).

Figure 2. Inverse dissipation time scale Sds/E and directional spectrum shape E(f, θ) for frequencies 0.5 and 1 Hz. These are 
obtained after 30 h of simulation for a uniform ocean with a constant wind speed of 10 m/s blowing in direction 90°.

Figure 3. Same as Figure 1, for simulations using exact methods for the non-linear four-wave interactions.
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Because the DIA is a poor approximation of the full non-linear interaction, it is interesting to check on the effect 
of using the full interaction which is computed here using two methods (Figures 3 and 4): Either the method 
of Webb (1978) and Tracy and Resio (1982) (hereinafter WRT) as implemented by van Vledder (2006), or the 
Gaussian Quadrature Method (GQM) of Lavrenov (2001), as implemented by Michel Benoit and optimized by 
Gagnaire-Renou et al.  (2010). The GQM method relies on a change of variables for the resonant interactions 
that contribute to the source term Snl(f, θ), for components (f, θ) interacting with (f1, θ1), (f2, θ2), and (f3, θ3), and 
transform to an integral over three dimensions that are f1/f, θ1, and f2/(f + f1). Results shown here for GQM employ 
a coarse integration discretization using 11, 6, and 6 points along the three resonant integration dimensions, and 
we verified that the finer resolutions only enhanced the peaks in frequency and directional space by about 10%. 
Following Gagnaire-Renou (2010) we also filter out quadruplets with coupling coefficients lower than 0.05 times 
the maximum, and we have also filtered out quadruplets at frequencies for which f 5E(f) < 5 × 10 −5 m 2s −4. We 
note that each of these two filtering steps typically reduced the computation time by a factor 2, with no visible 
impact on the spectral shape. The only adjustment made to the other parameters follows the recommendation of 
Romero (2019) with the wind modulation coefficient Dw in Equation (12) changed from 0.9 to 2. This increased 
value of Dw was not sufficient to obtain a correct energy balance at high frequency, hence we also proposed a 
T707 adjustment that uses a reduced dissipation coefficient Cds in Equation (13), similar to what is usually done 
when replacing the DIA method with exact interactions (Banner & Young, 1994), and we kept the wind shelter-
ing coefficient at zero, as in the T704 adjustment with the DIA. We also note that model results with directional 
discretizations using 36 directions or 24 directions give very similar result, which is interesting for practical 
applications since the GQM, and the model in general, is faster when using 24 directions as we have chosen to 
use in Section 3.

Among all the runs obtained with exact interaction methods the only one that stands out with largest cross-wind 
slopes and overlap integrals is “ST4-T700-WRT,” obtained without the isotropic cumulative effect of long wave 
breaking wiping out the shorter waves. Whereas ST4-T700-GQM is supposed to compute the exact same thing 
we note that the higher frequencies differ slightly with a higher energy level and larger cross-wind energy when 
the WRT method is used. By changing the number of model frequencies, and changing the maximum model 
discrete frequency fmax we have found that the WRT method as implemented often develops a spurious tail level 
for f > 0.7fmax. This effect is much less pronounced with the GQM implementation.

In order to understand the qualitative difference between DIA and exact calculations, it is useful to look at the 
energy balance as a function of direction, and in particular the relative dissipation rate S/E, shown in Figure 4. 
Contrary to the case with the DIA, the full interactions are able to fill all directions with some energy, including 
directions opposite to the wind, in particular at high frequencies, a phenomenon that has long been observed 
with High-Frequency (HF) coastal radars (Crombie et al., 1978). This effect was first modeled by Lavrenov and 
Ocampo-Torres  (1999) in simulations without dissipation. The 17 dB difference between upwind and down-
wind energy levels for 0.5 Hz is compatible with the typical 20 dB difference in energy levels for wave upwind 
and  downwind as recorded by 25 MHz HF radars (Kirincich, 2016). At 1 Hz, corresponding to k = 4 rad/m, the 
smaller difference with the T700-WRT simulation between upwind and downwind energy levels is a little surpris-
ing but no coastal radar data is available to probe these frequencies, and the stereo-video data reported by Peureux 
et al. (2018) in similar conditions are not conclusive due to a noise level of E(k, θ) that is probably obscuring 
the low energy level of waves opposing the wind. Other parameters like the lobe separation and lobe ratio (ratio 
energy in peak direction to energy in the wind direction) are overestimated at 1 Hz by ST4-T700-WRT. Using 
an extended model frequency range up to 1.5 Hz (not shown here) we found that the tail level and lobe ratio at 
1 Hz is reduced and identical to the one obtained with ST4-T700-GQM, hence the higher lobe ratio with WRT 
appears to be an artifact of the treatment of the unresolved high frequencies. We find that the overlap integral is 
probably underestimated by the T707 parameterization, compared to the stereo-video data reported by Peureux 
et al. (2018). We also note that the high level of upwind energy at 1 Hz is large with T700-GQM and reduced 
by a factor 2 with 702-GQM which has a dissipation time scale of 600 s for upwind waves compared to 50 s for 
downwind waves (Figures 4c and 4d). One way to keep some of the general behavior of the source terms when 
also using a cumulative dissipation term given by Equation (8) is to make sure that it only acts at high enough 
frequencies, for example, with rcu > 2.5. Further investigation of measured spectra in steady or turning winds can 
probably be used for additional testing of the parameterizations.

We also note that the two directional spreads that can be measured by directional buoys have different behaviors 
from narrow bimodal spectra to broad bimodal spectra as shown in Figures 4e and 4f. Indeed the σ1 spread is 
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defined from the a1 and b1 directional moments, and is maximum when the same amount of energy is found in 
opposite directions (i.e., when both a1 and b1 are zero). In constrast, σ2, which is called σ ⋆ by Kuik et al. (1988), 
is maximum when both a2 and b2 are zero which happens when the same amount of energy is found in perpen-
dicular directions. Hence, σ2 peaks at frequencies around 0.5 Hz where the two lobes are almost perpendicular 
and decreases towards higher frequencies as the lobes spread further apart, so that σ1 keeps increasing toward 
higher frequency when σ2 decreases. This behavior is very well described by Ewans  (1998). Remember that 
Ewans (1998) uses 𝐴𝐴 𝐴𝐴2,𝐸𝐸 =

√

1 − 𝐴𝐴2
2
 as discussed in the introduction, so that σ2,E and σ2 are anti-correlated. For 

f = 0.6 Hz = 4fp in Figure 4, the typical values given by Ewans (1998) correspond to σ1 = 60° and σ2 = 37°, which 
is closer to the T700-WRT and T700-GQM simulations.

Figure 4. Same as Figure 2, for simulations using exact methods for the non-linear four-wave interactions, with the addition 
of directional spreads σ1, defined from a1 and b1 directional moments, and σ2, defined from a2 and b2 directional moments 
following Kuik et al. (1988).
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3. Validations at Global Scale
We evaluate the parameterizations described above at the global scale. Our model configuration uses a regular 
grid in latitude and longitude with a 0.5° step, extending from 78° south to 80° north. We used a spectral grid with 
24 directions and 36 frequencies. Frequencies are exponentially spaced from 0.034 to 1 Hz, with a constant ratio 
of 1.1 from one frequency to the next. Besides hourly winds from the fifth European Reanalysis ERA5 (Hersbach 
et al., 2020), the model uses daily sea ice concentration and the monthly iceberg mask from Ifremer CERSAT, 
and daily surface currents from Mercator-Ocean reanalysis GLORYS.

3.1. Wave Heights

As demonstrated by Ardhuin et al. (2010), wave heights from global-scale wave models are most sensitive to 
parameters defining the swell dissipation, and any change to the wave breaking dissipation can have an impact on 
the wind-sea to swell transition and thus on the energy radiated into swell. We thus repeated the parameter adjust-
ment procedure defined by Alday et al. (2021), using the distribution of wave heights measured by Jason-2 for 
the year 2011, as provided in the ESA Sea State Climate Change Initiative version 1 dataset (Dodet et al., 2022). 
We recall that, following Leckler et al. (2013), we parameterize swell dissipation due to air-sea friction (Ardhuin 
et al., 2009) as a combination of viscous and turbulent terms with a transition at a Reynolds wavenumber Rec 
spread out over a range of values s7, in order to represent a Rayleigh distribution of wave heights (Perignon 
et al., 2014; Stopa et al., 2016). We ran the model with either T702 and the DIA or T707 and the GQM method. 
Both model runs are compared to the T475 which differs from the default ST4 by a small adjustment on the swell 
dissipation parameters (Alday et al., 2021). Here, the value of s7 was reduced from 432,000 for T475 and T707-
GQM to 360,000 for T702, and the swell dissipation factor was reduced from 0.66 for T475 and T707-GQM to 
0.6 for T702. We also note that T475 and T702 use a wind-wave growth parameter βmax = 1.7 while T707-GQM 
uses βmax = 1.6, which is consistent with the general reduction of other source terms when replacing the DIA with 
an exact method (Banner & Young, 1994). These adjustments were performed for the year 2011.

We will now verify model results using independent data for the year 2007 that combines four different altim-
eters (GFO, Envisat, ERS-2 and Jason-1) provided in the ESA Sea State Climate Change Initiative version 1 
dataset (Dodet et al., 2022). We also note that any adjustment is specific to the properties of the wind forcing. As 
mentioned above, we use winds from ERA5, which is known to have some regional biases (Belmonte Rivas & 
Stoffelen, 2019). To our knowledge this is the first publication discussing a global-scale 1-year long simulation 
using an exact calculation of 4-wave interactions. We used the “coarse” GQM integration settings proposed in 
Gagnaire-Renou  (2010) and used in Beyramzadeh and Siadatmousavi  (2022), with the same filtering details 
described in Section 2.1: a first filtering on the coupling coefficient that removes half of the quadruplets (leaving 
around 800 quadruplets for each spectral component, compared to 2 for the DIA) and a second filtering based on 
the value of E(f)f 5, so that on average the Snl term is not computed for half of the spectral components, typically 
for the low frequency swells. We verified at a few buoy locations in the Pacific that this second filtering had 
a minor impact on the low frequency energy levels, which was typically reduced by under 5% for frequencies 
under 0.06 Hz. The CPU time was 7.5 times longer for the full model using GQM with 24 direction discretization 
compared to the DIA with 36 direction, taking 45 h of run time for 1 year of simulation, using 432 computational 
nodes. We note that a typical 6-day global forecast would typically take only 1 hr with the same set-up.

Wave heights in simulations with T702 and T707-GQM dissipation parameterization are very close to those 
obtained with T475. For wave heights, the mean difference is within ±2% locally (Figures 5b and 5c), with some 
stronger negative biases in the tropical west Pacific when using the new parameterizations. Random differences 
are also similar, with the Hanna-Heinold scatter index (Mentaschi et al., 2013) increasing from 6% in the trade 
wind areas to 15% and more along East coasts and in enclosed seas (Figures 5d–5f). We note that the random 
error of denoised 1 Hz altimeter measurements is of the order of 7% for the data used here (Dodet et al., 2022). 
We thus expect that in the trade wind areas most of the difference between model and satellite data is caused by 
random errors in satellite data. Typically the T707-GQM run gives a lower random differences than T475 in the 
Pacific, but larger values in the South Atlantic, and they have similar area-weighted averaged HH index of 10.4% 
for T475% and 10.3% for T707-GQM, compared to 10.6% for T702.

Although these differences are small, some systematic deviations are revealed when data points are gathered for 
a given measured Hs, as presented in Figure 6 for the same year 2007. Simulations with T702 and T700-GQM 
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have a reduced bias compared to T475 for wave heights in the range 1–3 m, but present a higher scatter around the 
observed values. We suspect that most of these differences may be associated to swell dissipation.

For very large wave heights altimeters are usually most accurate, and they are consistent with other data up 
to 20 m wave height (Hanafin et  al.,  2012). Wave heights over 10 m account for 0.06% of the full altimeter 
record, but they are hugely important in defining extremes both locally and remotely through the radiation of 
swells (Hoeke et al., 2013). In that range of wave heights, the T700-GQM using most parameter values from 
Romero (2019) gave low biases from −10% to −15%, this is why we preferred to show the adjusted T707-GQM. 
We note that Romero (2019) also included a maximum air-side roughness of 0.0008 m which further reduces the 
wave heights for Hs > 8 m. This and other possible adjustment strategies are discussed in Section 4.

Examination of a few cases suggest that the T475 and T702 runs give tail levels much higher than T700-GQM 
for the high winds found in these cases, contrary to what was shown for 10 m/s winds in the previous section. We 
also recall that the wind input parameterization of Janssen (1991) assumes a tail decreasing like f −5 even in the 
capillary wave region, and does not even correct the dispersion relation for surface tension effects.

We may thus consider the T475 and T702 runs to be somewhat “lucky” in providing probably wrong spectral 
level and wind-wave growth term that leads to a correct growth of wave heights for Hs > 10 m. Efforts to resolve 
this are underway, and various observations of the spectral tail level and its variability (Yurovskaya et al., 2013) 
associated with remote sensing data (Ryabkova et al., 2019) and recent findings by Janssen and Bidlot (2023) may 
lead to more realistic spectra and wind stress. In this context, characterized by very few detailed spectral wave 
measurements, underwater acoustic data may provide interesting constraints on the source terms. In the following 
section we use data acquired in the deep ocean north of Hawaii by Duennebier et al. (2012), which covers wind 
speeds up to 17 m/s.

3.2. Underwater Acoustic Data and Directional Spectral Tail Properties

Recent model developments show that one could predict the variability of the seismic or acoustic wave energy at 
acoustic frequencies fs in the range 0.08–0.4 Hz using a wave model like WAVEWATCH III. However, underwa-
ter acoustic data show that wave-induced signal extend all the way to 60 Hz (Duennebier et al., 2012; Farrell & 

Figure 5. (a, b, c) Normalized mean difference in significant wave height between model runs and satellite altimeters for the 
entire year 2007 and (c, d, e) the Hanna-Heinold scatter index as defined by Mentaschi et al. (2013).
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Munk, 2010). Ardhuin et al. (2013) suspected that the poor acoustic model performance for fs > 0.4 Hz was caused 
by an unrealistic directional wave spectra shape. This question was also discussed by Peureux and Ardhuin (2016) 
who proposed parameterizations of the directional distribution that could explain the observed acoustic levels.

One general difficulty of using seismic or acoustic data generated by the double-frequency mechanism of 
Longuet-Higgins (1950) and Hasselmann (1963) is that the absolute magnitude of the signal is influenced by 
bottom properties, as already noted by Abramovici (1968). Also, at the lower frequencies, typically fs < 0.3 Hz, 
the signal can propagate over thousands of kilometers along the wave guide that is constituted by the water layer 
and the upper crust and sediment layers. As a result, it is not straightforward to link the local wave properties 
and the local acoustic field. However, for the higher frequencies, as the scale over which the signal is attenuated 
becomes shorter than the scale at which we can consider the sea state to be homogeneous, there should be a linear 
relation between the local value of E 2(f)I(f) and the local seismic or acoustic power.

Farrell and Munk (2010) have analyzed ocean bottom hydrophone data in 5,000 m depth and showed that the 
acoustic level for frequencies 1–6 Hz transitions from a saturated level when the wind is above 5–6 m/s to a 
“bust” very low level when the wind drops below this value. This is expected to be caused by a narrowing of the 
spectrum as the wind sea peak frequency goes down closer to 0.2–0.5 Hz, and thus a very strong reduction of the 
overlap integral I(fs), by a factor at least 10. Because most parameterizations, including T475, use a diagnostic tail 
that made M(f, θ) constant above some frequency ft, the value of I(f) is frequency-independent above ft and has a 
narrow range of variation. Romero and Lubana (2022) showed that T700 gave a much higher value of the overlap 
integral but did not directly compare predicted acoustic or seismic data to measurements.

Figure 6. Model global performance with different parameterizations as a function of the wave height: T475, T702, and 
T707-GQM. Wave heights performance parameters for year 2011 (WW3—Jason-2). (a)Hs NMD and (b) HH scatter index.
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Here we use data from the ALOHA cabled observatory provided by Duennebier et al. (2012), and compare the 
relative variation of local predicted seismo-acoustic source proportional to E 2(f)I(f) with the ocean bottom acous-
tic power. The employed data corresponds to acoustic power spectra from 26 February to 31 December 2007. 
From the original spectra computed every 5 min, we take the spectral density that is lowest in a 3 h window and 
compare it to the time-centered model snapshot computed from the local wave spectrum. Choosing the minimum 
instead of a median mitigates the contribution of non-continuous noise sources, and generally gives a better 
correlation with the model.

Figure 7 shows time series of modeled seismic source time series and observed acoustic power for two typical 
time intervals with moderate (Easterly) trade winds in the summer, and a winter Southerly storm followed by 
intense trade winds. Note that the modeled acoustic noise was re-scaled because of the poorly known bottom 
amplification effect, with a larger re-scaling coefficient for T475. Farrell and Munk (2010) showed that the 2 Hz 
acoustic signal has a fairly constant level, here around 0.04 Pa 2/Hz (Figures 7c and 7f), with some occasional 
drops, which they called “busts.” Such busts occur in our record when the wind speed decreases below 8 m/s, 
from 21 August to first of September and from 9 December to 12 December. This behavior is associated with 
1 Hz surface gravity waves and is generally well reproduced by T702 and T707-GQM but not by T475, which has 
too narrow a range of variation of the seismo-acoustic source. The rise in modeled acoustic level is delayed with 
T707-GQM with a saturation that is only reached when the wind speed rises to 10 m/s and the general sensitivity 
of the modeled acoustic level is larger with T702 and T707-GQM, with an amplification by a factor 40 from a 
wind speed increase of 2 m/s to 10 m/s. While it is possible that background noise may obscure low noise levels, 
the analysis of Duennebier et al. (2012) suggests only a factor 10 increase for such a wind speed increase, while 
Farrell and Munk (2013) give a factor up to 30 (15 dB).

The behavior at 1 Hz is more complex, and there is no simple saturation of the acoustic energy in that case, but 
rather a general increase of acoustic power with increasing wind speed, which in this case is exaggerated by T700 
and not well followed by T475 when the wind speed exceeds 10 m/s. The model with T702 and T707-GQM 

Figure 7. Time series of 3-hourly wind speed and direction and 10-min averaged measurements (panels a, d) and noise level over a few weeks of summer (a, b, c) and 
winter (d, e, f) in 2007 at the ALOHA Cabled Observatory, north of Ohahu Hawaii, using data provided by (Duennebier et al., 2012) and model runs T475, T700 and 
T700-GQM. In order to give results comparable to T700, results for T475 are multiplied by 10 for 1 Hz and 15 for 2 Hz.

 21699291, 2023, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JC

019581 by IFR
E

M
E

R
 C

entre B
retagne B

L
P, W

iley O
nline L

ibrary on [24/04/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Oceans

ALDAY AND ARDHUIN

10.1029/2022JC019581

14 of 21

parameterizations produces spurious peaks on December 4 in both 1 and 2 Hz time series. That day has a rapidly 
turning wind, and at some point the wind direction is 220° while the mean wave direction (energy-weighted) is 
around 330°. That mean direction is the same parameter θm in Equation (11) that defines the direction around 
which a strong dissipation is added by the cumulative effect. Two additional model runs were performed to test 
the impact of the definition of the direction θm in Equation  (11) T700-GQM uses an energy-weighted mean 
direction, and T701-GQM is the exact same run with a mean direction weighted by the orbital velocity variance. 
The  time series shown in 8.a demonstrate that the peak in modeled acoustic noise was indeed associated to the 
large mismatch between the wind direction and the direction θm.

Correlations between model output and measured acoustic levels over the full time series are shown in Figure 8b 
as a function of frequency. We can see the general better performance of a direction θm using a stronger weighting 
by the higher frequency waves (here using orbital velocities instead of surface elevation). Clearly T475 had very 
little skill for acoustic frequencies above 0.8 Hz (wave frequencies above 0.4 Hz). Parameterizations by Tolman 
and Chalikov (1996) and Bidlot et al. (2007) were previously shown to be even worse (Ardhuin et al., 2013). T700 
is a clear improvement, even more so when the exact non-linear calculation with GQM replaces the DIA parame-
terization. It would be interesting to explore higher frequencies, but this is beyond the scope of the present paper.

We note that for wave frequencies in the range 0.3–1 Hz, the good correlation between modeled and measured 
acoustic noise levels (with frequencies 0.6–2 Hz) supports the idea that noise is mostly driven by waves propa-
gating at angles 80° or more relative to the wind direction. Having a significant energy level in those directions 
requires a much larger time scale of dissipation for these directions compared to the time scale in the mean wave 
direction allowing the appropriate balance with the nonlinear 4-wave flux of energy to those directions. In the 
T707-GQM parameterization we have re-introduced an isotropic cumulative term, this helped in getting more 
accurate wave heights but it degraded the fit to the acoustic data compared to T700. Hence we conclude that if 
there is any isotropic dissipation effect it should be weaker than the term introduced in T707-GQM.

3.3. Wave Spectra

The influence of the model parameterization on directional wave spectra may be more easily interpreted with the 
more familiar kind of data obtained from buoys. Although buoy data may not be reliable at frequencies above 
0.4 Hz, they provide separate measurements of the energy level and some measure of the directional spreading. 
We have chosen the CDIP station 166 located next to Station Papa in the North-East Pacific, also known by its 
WMO code number 46246. This instrument is a Datawell Waverider buoy maintained by Thomson et al. (2013) 
which generally provides accurate directional properties (O’Reilly et al., 1996).

Here we illustrate the variation of these quantities for one wave event in 2011, with low winds veering from 
North-westerly to an Easterly directions in the early hours of 27 January, and increasing to 13 m/s (these are 
uncorrected winds measured at 5 m height) with a steady Easterly direction, as shown in Figure 9a. The resulting 

Figure 8. (a) Correlation of modeled acoustic noise at the ALOHA observatory, north of Ohahu Hawaii, for the year 2007 
using data provided by (Duennebier et al., 2012) and model runs T475, T702, T707-GQM. Two additional model runs were 
performed to test the impact of the definition of the direction θm in Equation (11) T700-GQM uses an energy-weighted mean 
direction, and T701-GQM is the exact same run with an mean direction weighted by the orbital velocity variance. (b) Shows 
time series of predicted noise level at 2 Hz for 2 weeks in December 2007, as in Figure 7f.
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sea state is thus relatively complex on 27 January with the northwesterly waves accounting for most of the wave 
energy and the easterly windsea progressively growing from high frequencies down to 0.15 Hz. The sea state is a 
simpler windsea dominated condition on January 28. Model results for different source term settings are shown 
in Figure 10. We chose to focus on 3 spectral quantities, that are the saturation level of the spectrum, proportional 
to f 5E(f), the first directional spread σ1(f) and the second directional spread σ2(f) as defined by Kuik et al. (1988) 
and already discussed in Section 2 and Ewans (1998).

Starting from the saturation levels comes from the idea that we might possibly examine data beyond the equi-
librium range in which the energy levels decrease like f −4 (Forristall, 1981). As the transition from f −4 to f −5 is 
expected to occur at a frequency of the order of fn = 0.0225 g/u⋆ (Lenain & Melville, 2017), this would be around 
2 Hz for a 3 m/s wind and around 0.4 Hz for 14 m/s. In the present event this could be visible in the buoy record 
on 28 January. Surprisingly the spectral tail shoots up at high frequencies (black lines with dots in Figure 10, 
panels in top row). The highest values of the measured tail level happen to coincide with times when the current 
follows the wind with speeds around 20 cm/s, and when the ratio of horizontal to vertical motion (also known 
as the “check ratio”) drops around 0.8 for frequencies above 0.4 Hz. We thus assume that the buoy is somewhat 
hampered by its mooring and may not be reliable for frequencies above 0.4 Hz. It is nevertheless interesting to 
examine the behavior of the different model runs. First of all, the energy level in T475 runs is dictated by the 
imposed f −5 tail, which here limit the value of f 5E(f) to about 0.001 m 2 Hz 4, that is, a saturation level of 0.0005 
(2π) 4/g 2 = 0.008, which is rather high. Computations without the imposed tail and using the WRT method for 
the exact non-linear interactions also produce sharply increasing saturation levels. This anomalous tail level is 
reduced when using GQM, and the tail can be adjusted to any level when a cumulative breaking term is added in 
T702 and T707 simulations, based on Equation (8).

Now looking at directional spread σ1 (middle row in Figure 10) and σ2 (bottom row), we find that T700 has a 
tendency to overestimate the directional spread while T700-WRT has a general very good reproduction of the 
variations of both σ1 and σ2. We note that on 28 January, all parameterizations based on Romero (2019) are able 
to reproduce the monotonic rise in σ1 toward higher frequencies and a maximum of σ2 at intermediate frequen-
cies that are typical of an increasing angular lobe separation toward higher frequencies. The T700 calculation in 

Figure 9. (a) Wind speed, wind direction and (c) significant wave height over a wind event recorded at Ocean Station Papa and nearby buoy 46,246 (CDIP station 166) 
27–28 January 2011. (c) Current at 15 m depth projected on the wind direction (d) shows the evolution of the mean wave direction and (e) the evolution of the wave 
spectrum E(f), with overlaid in black the contour for the check ratio equal to 0.8.

 21699291, 2023, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JC

019581 by IFR
E

M
E

R
 C

entre B
retagne B

L
P, W

iley O
nline L

ibrary on [24/04/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Oceans

ALDAY AND ARDHUIN

10.1029/2022JC019581

16 of 21

blue has the σ2 peak at lower frequencies than the buoy data due to the much broader lobes produced by the DIA 
compared to exact non-linear calculations. We also find that T702 and T707 directional spreads are lower than 
measured by the buoy, suggesting that our added cumulative term is too strong and that the energy level against 
the wind direction may be more realistic with the original T700.

4. Discussion and Conclusions
In the previous section, we have looked at the influence of different adjustments of the wave dissipation param-
eterization T700 by Romero (2019) and compared it to the parameterization T475 by Ardhuin et al. (2010) as 
modified by Leckler et al. (2013) and adjusted by Alday et al. (2021). The most profound difference introduced 
by Romero (2019) is a practically “directionally decoupled dissipation”: the Λ’s are decoupled but the dissipation 
rates are not. This idea of decoupling was already used to justify the variation in wave energy with wind direction 
for slanting fetches (Donelan et al., 1985; Pettersson et al., 2010). This parameterization is the first that can give 
a very weak (close to zero) dissipation rate for waves traveling at 90° from the wind and a strong dissipation rate 
for waves in the wind direction. This feature is capable of producing directional bimodal spectra, first reported 

Figure 10. Modeled and measured spectrum, multiplied by f 5 (top panels), first mean spread σ1(f) (middle panels), and second mean spread σ2(f) (bottom panels).
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by Young et al. (1995), with realistic shapes, which was an important objective of Romero (2019). As expected 
by Romero and Lubana (2022), we have demonstrated that one particular benefit is the capability to reproduce 
the variability in microseism sources at high frequencies, without compromising the accuracy of wave heights. 
We have found that most accurate results are obtained with exact non-linear calculations that are now afforda-
ble thanks to the Gaussian Quadrature Method (GQM) proposed by Lavrenov (2001), and which we have used 
extensively. These calculations support the conclusion that the energy level in cross-wind and up-wind directions 
that is found at frequencies higher than three times the wind sea peak, is the result of a balance between the four-
wave interactions and a relatively very weak dissipation, compared to the dissipation in the main wave direction, 
thereby providing a constraint on this relative strength of the dissipation in different directions.

The different possible adjustments to Romero (2019) that we have proposed were motivated by our curiosity to 
challenge some of the ad hoc choices that were made, not based on first principles. In particular the choices in the 
cumulative term of a cosine squared factor and a reference direction in the energy-weighted mean direction θm is 
associated to spurious directional spectral shapes in the presence of swell and in turning wind conditions. A mean 
direction weighted by orbital-velocity performs better, but one could also try other directions related to the waves 
that are taken into account in the cumulative term. We have also shown that a wind parameter in the dissipation 
term is not necessary and DW = 0 in the T702 runs gave satisfactory result. Although wind may directly impact 
wave breaking at high wind speeds (Soloviev et al., 2014) or in shoaling waves (Feddersen & Veron, 2005) there 
is no generally established mechanism for such an effect.

Much more questionable is our adjustment of parameters to correct for a low wave height bias. In order to increase 
wave heights one may increase the wind-wave generation, decrease the dissipation, or even enhance the non-linear 
four-wave interactions as proposed by Lavrenov (2001) in order to represent fluctuations in the wave field. Ardhuin 
et al. (2007) have shown that one may use slanting fetch conditions to adjust the magnitude of the input while wave 
growth with fetch is controlled by the difference between input and dissipation. Another test of the model realism is 
given by the wind stress, or equivalently the drag coefficient Cd that is the ratio of the friction velocity (u⋆) squared 
and the wind speed squared. We recall that the wind input is generally proportional to 𝐴𝐴 𝐴𝐴2

⋆
 and u⋆ is a function of the 

wind input. As a result the feedback of the spectrum tail on wind wave growth via the quasi-linear effect is important 
(Fabrikant, 1976; Janssen et al., 1992). The difficulty is that u⋆ is generally highly dependent on the part of the wave 
spectrum that is at frequencies higher than highest resolved frequency (in our Case 1 Hz), including the shape of 
the spectrum in the gravity-capillary range. This aspect of the parameterization was never analyzed with the ST4 
parameterizations implemented in WAVEWATCH III. Now that we have removed the forced tail shape from the 
resolved part of the spectrum, it is interesting to look at the impact on Cd. Figure 11 shows the variability of Cd 
produced by different source term parameterizations and justifies that future adjustments will be needed, in particu-
lar if the wave model is to be used in a coupled ocean-atmosphere context. First of all we note that the viscous part 
of the wind stress is not included in the default ST4 calculation of u⋆, this part gives the shape of the Cd variation 
for wind speeds under 5 m/s in the COARE3.5 parameterization by Edson et al. (2013). Second, all variants of the 
ST4 parameterization overestimate Cd for wind speeds 4–15 m/s. This is the result of adjustments of the wind-wave 
growth parameters to large values in order to reproduce wave heights wen using ERA5 winds. We note that the 
707-GQM parameterization (without any imposed tail shape) behaves very much like T475 (with the imposed f −5 
tail above 2.5 times the mean frequency). T702 gives even higher values of Cd and future adjustment should proba-
bly reduce both generation and dissipation terms. For wind speeds over 25 m/s, Cd is artificially reduced by the use 
of a pre-computed table that limits its value under 0.003. A similar effect is obtained by limiting the value of rough-
ness length in Romero (2019). Although that may be a desirable feature (Donelan et al., 2012), it was not intended 
as such, and probably does not behave like it should. Another particular aspect that is flawed in the WAVEWATCH 
III - ST4 implementation of the u⋆ calculation is the iteration loop between the source term computation that uses 
an estimate of u⋆ and produces a wave-supported stress τw, and the calculation of u⋆ that uses τw. At present this is 
limited to 3 iterations and u⋆ can be as much as 50% below its converged value: this explains why we used rather 
high values of the wind-wave growth parameter (βmax = 1.6 with GQM and βmax = 1.7 with DIA) compared to WAM 
model implementations. As a result, correcting these numerical issues and using lower values of βmax may lead to 
more realistic drag coefficients. It remains to be seen how we may use realistic shapes of the spectrum for the unre-
solved part of the spectrum (Elfouhaily et al., 1997; Yurovskaya et al., 2013) so that the model may produce realistic 
mean square slopes and drag coefficients in particular for high wind speeds (Janssen & Bidlot, 2023).

The present work was limited by the availability of large datasets with detailed directional wave measurements 
and reliable measurements of the short wave energy level. In particular we have made no attempt to tune the 
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spectral level to an elusive reference and only used stereo-photo and stereo-video measurements as a weak 
guideline for average wind conditions (Banner et al., 1989; Leckler et al., 2013; Peureux et al., 2018). The tail 
level may vary widely depending on the choice of cumulative terms. However, if the cumulative term include 
a significant near-isotropic contribution as given by Equation (7) or (8) it will reduce the directional spread 
to a level that is lower than observed. We expect that video data in a wider range of conditions (including 
non-bimodal cases), and also drifting buoy data that may be able to accurately resolve shorter waves, will 
be key in the detail examination of source term behavior in a wider range of conditions, including turning 
winds. These data will be very useful for further validation of the direction-integrated energy level at different 
frequencies.

Clearly much more work is needed on understanding the possible physical processes that may justify the detailed 
parameterization choices of Romero (2019) or any future evolution on it, and in particular much more research 
is required to understand the “cumulative effect.” Without this understanding, we are left to grope in the dark. 
As we have shown we can constrain plausible parameterizations of source terms using both directional spreads 
σ1 and σ2 from buoy data, as done by Ewans (1998), up to 0.4–0.6 Hz, and underwater acoustic data for a wider 
range of frequencies. Further constraints on spectral shapes and source terms can be given by HF and VHF radars 
(Kirincich, 2016; Tyler et al., 1974) up to 0.5 Hz, and microwave radar backscatter for waves with frequencies 
from 2 Hz (with L-band radar) to 40 Hz (with Ka-band radars) (Kudryavtsev et al., 2003; Ryabkova et al., 2019). 
Following Phillips (1984) and Romero (2019), one will probably have to distinguish homogeneous conditions 
from more complex situations, including current gradients.

Data Availability Statement
In agreement with Fred Duennebier's family and colleagues the bottom pressure spectral data is available at 
https://doi.org/10.17882/92104. The CDIP wave buoy data are available at cdip.ucsd.edu, ERA5 reanalysis avail-
able from https://cds.climate.copernicus.eu and altimeter data from the CNES/NASA/Eumetsat/NOAA mission 
Jason-2, reprocessed by ESA and available at dx.doi.org/10.5285/8cb46a5efaa74032bf1833438f499cc3. The 
WAVEWATCH III ® model (The WAVEWATCH III Development Group,  2019) can be downloaded from 
https://github.com/NOAA-EMC/WW3. The particular modifications used here for ST4 and GQM are avail-
able at https://github.com/umr-lops/WW3/tree/GQM_with specific example test cases in regtest/ww3_ts1/
input_10ms.

Figure 11. Distribution of drag coefficients for four different model runs over the month of January 2007, taking all model 
output every 3 h. In each panel the red line is the (Edson et al., 2013) COARE3.5 value of Cd in neutral conditions, the solid 
black line is the mean value for each wind speed and the dashed lines bracket 95% of the values.
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