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How to quantify factors degrading DNA in the environment and predict degradation for 

effective sampling design 

 
  



p. 2 / 111 
 

Table of contents 
Table of contents............................................................................................................................... 2 

About the supporting information ..................................................................................................... 3 

Supp_01 Information about the manual mismatch correction model ................................................ 4 

Supp_02 Changes due to manual correction and filtering ................................................................ 10 

Supp_03 Marker quality per year..................................................................................................... 12 

Supp_04 Test data overview ............................................................................................................ 13 

Supp_05 Information about the initial global model (binomial) ....................................................... 15 

Supp_06 Information about the 2nd global model (beta-binomial) .................................................. 24 

Supp_07 Input formulas and variables for the automated correction step ....................................... 33 

Supp_08 Automated corrective model finding selection .................................................................. 35 

Supp_09 Information about the final global model (beta-binomial, with corrective model) ............. 37 

Supp_10 Top model and best predictive model selection ................................................................ 46 

Supp_11 QI and PCR success rate overview ..................................................................................... 48 

Supp_12 Environmental overview ................................................................................................... 50 

Supp_13 Multi-model effect estimates ............................................................................................ 51 

Supp_14 Finding ideal sampling duration to reach a QI of 0.95 ........................................................ 53 

Supp_15 Finding ideal sampling duration to reach a QI of 0.99 ........................................................ 55 

Supp_16 The drying effect of “HottestDay” ..................................................................................... 57 

INTRODUCTION ........................................................................................................................... 57 

MATERIALS AND METHODS ......................................................................................................... 57 

RESULTS ...................................................................................................................................... 60 

DISCUSSION ................................................................................................................................. 61 

Supp_17 Information about the “HottestInfo” model ...................................................................... 65 

Supp_18 Information about the “Drying effect” model .................................................................... 74 

Supp_19 Temporal separation of hottest and moistest hours on hottest day................................... 83 

Supp_20 Information about the PCR success rate model ............................................................... 104 

REFERENCES .................................................................................................................................. 111 

 

 

 

  



p. 3 / 111 
 

About the supporting information 
This supporting information contains support for the credibility of our model estimates presenting 

important model information and diagnostics as proposed by Zuur et al. (2016) showing that model 

assumptions were sufficiently fulfilled and can be found in the model overviews of Supp_01, 05, 06, 

09, 17, 18 and 20. 

Further, we present the global model estimates (Supp_09) with their standard errors before creating 

all subset models from it for multi model inference and averaging to show that effects were strong 

before and just did not arise through the multi model inference and selection process following the 

suggestions of Forstmeier and Schielzeth (2011). 

We also included additional overviews of used environmental variables (Supp_12) and our response 

variable the Quality index (QI, Supp_11 2) to show environmental variability as well as in extra-

organismal DNA (eoDNA) degradation in the system and between sites (roosts and roost-visits RV). 

We further demonstrate the benefits of using QI in multi-tube approaches over PCR success rate 

when quantifying eoDNA degradation (Figure Supp_11 1, Supp_20). 

Furthermore, we demonstrate the relation of manual mismatch correction of consensus genotypes 

and QI and why skipping it is justifiable, when the only goal of the study is to quantify eoDNA 

degradation and predict from it (Supp_01, Supp_02). 

We also included an in-depth evaluation of the proposed drying effect to explain the positive effect 

of “HottestDay” found with our modeling pipeline (Supp_16, 17, 18). 

Lastly, we demonstrate how to use the quantified environmental effects degrading eoDNA to find 

site specific ideal sampling durations solely based  on these environmental effects using the best 

predictive model (Supp_14, Supp_15). 

To maximize reproducibility, all figures and statistics (except Figure Supp_16 3, 4) of this supporting 

information and the manuscript can be recreated with the three numbered R-Scripts and all 

necessary input data provided within a portable, package version-controlled R project. The well 

commented R-pipeline with its 18 custom functions facilitate and speed up the application of our 

pipeline to other systems. The code and data are accessible on dryad (Naef et al., 2023, 

https://doi.org/10.5061/dryad.79cnp5hxn). Note that plots might slightly differ due to final polishing 

outside of R for the publication purposes.  

For ease of navigation this supporting information includes interactive bookmarks and clickable links 

to relevant supplementary information indicated in bold (e.g., Supp_01).  

https://doi.org/10.5061/dryad.79cnp5hxn
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Supp_01 Information about the manual mismatch correction model 
Model diagnostics and information for the beta binomial model showing that lower QI is associated more likely with changed alleles (ChangedA). All output 

was created with the mdiag() function included in the version controlled R-Project. Not all information from the 15-page pdf report is shown but can easily 

be created by running the available R-Script “03_MismatchEffect.R”. Graphs were slightly altered from the pdf output to ensure consistent naming with the 

publication and facilitate reading. Rerunning the R code on a different machine, the DHARMa based diagnostics might look different and its values might 

slightly differ because it is a simulation approach. However, after running it once all other reruns on the same machine should look the same since the 

random state is saved. This model investigates the influence of the manual mismatch correction step on QI which was skipped in the manuscript. The 

dataset of this model consists of the combined model building and test data (2616 samples) with the subset of  2322 usable samples consisting of at least 

eight valid loci (see Figure Supp_02 1) as used when fully following the automated pipeline described in (Zarzoso-Lacoste et al., 2018; Zarzoso-Lacoste et al., 

2020) and applied in (Jan et al., 2019).  

 

 

  

Model overview 
name: mod_MMvsQIbeta 

family: betabinomial 

link: logit 

response variable form: matrix 

sample size: 2322 

N (sample size) / k (terms) : 2322 

formula: ChangedA ~ QI_without_RHC108 

ziformula: ~0 

dispformula: ~1 
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Figure Supp_01 1 Model diagnostics based on simulated residuals using the “DHARMa” package of the beta-binomial based on 10 000 simulations. A) Dispersion test 

shows significant deviation from the observed (red line) variance being 0.75 lower than the mean simulated variance (black lines). This will lower statistical power due 

to inflated standard errors and confidence interval detected effects might be missed but weren’t (see Supp_01 3-4). B) Zero-inflation test shows that the number of 

observed zeroes (red line) does not differ from simulations with 1.00 times observed zeroes than simulated zeroes (black lines). C) The outlier test based on 100 

bootstrap replicates shows no significant outliers (no red bars and red line). D) Quantile-Quantile plot of observed and expected residuals shows no deviation of 

uniform distribution (red line). 

 A B 

C D 
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Figure Supp_01 2 Model diagnostics based on simulated residuals using the “DHARMa” package based on 10 000 simulations. Standardized simulated residuals on y-

axis plotted against predicted response on x-axis to detect deviations from homoscedasticity. Single residuals are summarized as red solid quantile splines. Expected 

uniformity quantiles are shown as red dashed lines. Simulation outliers are indicated by red asterisks. Deviations of quantile splines from uniformly distributed 

quantiles (red dotted lines) indicate weak unproblematic signs of heteroscedasticity but only in the higher two quantiles. An inflation test for 1`s (meaning 16 or 18 

alleles were changed) resulted in NA since in no case all alleles were changed with only a maximum changed alleles of 4. 
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Figure Supp_01 3 Model fit and estimates. A) Different information criteria and model fit statistics of the fitted model. From top to bottom: Akaike information 

criterion for small sample size (AICc) and normal sample size (AIC), Bayesian information criterion (BIC), log-likelihood (logLik), "absolute unconditional" deviance 

(deviance=-2*logLik) and residual degrees-of-freedom (df.resid). B) Fixed effect estimates from left to right:  95% odds Ratio confidence interval (OR) lower (OR 2.5%) 

and upper (OR 97.5%) limit as well as the odds ratio (OR Estimate). 95% estimate confidence intervals (2.5 %, 97.5%) together with the model estimates (Estimate) and 

their standard errors (Std. Error), z values and p values (Pr(>|z|)) as well as holm corrected p values (holm). The last four columns report p values, estimates and lower 

and upper 95% confidence interval after corrections for simultaneous multiple hypothesis testing using the “multcomp” package and the “glht” function. 

 

A 
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Figure Supp_01 4 Graphical representation of model estimates (colored dots) with corresponding value above using the “sjPlot” package. Horizontal lines mark the 95 

% confidence intervals. Significance after Holm-Bonferroni corrections are indicated by asterisks. *<0.05, **<0.01, *** <0.001. Model estimates are indicated by the 

circles and the value above. Red indicates a negative effect 
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Figure Supp_01 5 Predicted marginal fixed effects (solid lines) of QI on changed alleles (ChangedA) using ggpredict() from the “ggeffects”. 95 % confidence intervals are 

indicated by the lighter shape. Red indicates negative effects. X-axis represent the observed unstandardized predictor here as proportion of alleles changed during 

manual correction step compared to the maximum possible number of alleles to be changed. A decrease of QI of 1 to the lowest QI of 0.26 led to an increase of 0% 

adjusted alleles to 4.2% (2.4% - 7.5% 95% confidence interval) of the alleles in a consensus genotype. This means on average a samples with lowest QI were changed at 

0.69 alleles for eight loci or 0.77 allele for 9 loci. Lower sample QI is therefore associated with the need for additional manual mismatch correction and harbours lower 

quality consensus genotypes whereas a manual correction over the replicates might improve the QI and therefore weaken the signal. 

Predicted ChangedA 

0.06 

0.04 

0.02 

0.4 0.6 0.8 1.0 
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Supp_02 Changes due to manual correction and filtering 
 

  

Figure Supp_02 1 Sample filtering and manual corrections of consensus genotypes per roost-visit (RV) if the pipeline described in (Zarzoso-Lacoste et al., 2018; 

Zarzoso-Lacoste et al., 2020) and applied in Jan et al. (2019) would be followed completely. The RVs are depicted in the form “roost/year/session”) where “1” refers to 

June and “2” to August. Removed samples refer to all samples which were removed due to lack of enough valid loci meaning that at least 8 loci had to show a valid 

consensus single locus genotype and not NA. Corrected samples describe samples which were altered during the manual mismatch correction step where all consensus 

genotypes which differed at one or two loci only were altered compared to the consensus from the automated consensus forming pipeline. Between 58% to 96.8% of 

all initial samples per RV remained uncorrected during this process. 
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Figure Supp_02 2 Changed loci and alleles due to manual mismatch corrections according to the pipeline described in (Zarzoso-Lacoste et al., 2018; Zarzoso-Lacoste et 

al., 2020) and applied in Jan et al. (2019) for all consensus loci which differed at one or two loci compared to the consensus genotypes generated by the automated 

pipeline only. The total sample number refers to the reduced number of all samples of model and test data combined minus the samples with less than eight valid 

consensus loci (not scored as NA), resulting in 2322 samples (see Figure Supp_02 1). It shows that only 8.83% of those samples were altered and most of those only at 

one locus (8.1%, 91.7% of the 8.83%). This means the potential maximum deviation from QI for those 8.1% samples would be 0.11 for nine loci or 0.13 for eight loci 

(due to removal of locus RHC108 in 2018) for three replicates. Also note the general issue with marker RHC108 even after removing it in 2018. It needed most manual 

correction with 3.8% of all samples being changed during manual mismatch correction and is also reflected in lower QI for that marker in most years (Supp_03) 
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Supp_03 Marker quality per year 
 

Locus QI per year as beanplots. Horizontal ticks depict means. Note the bad quality of RHC108 in 2018 due to lab effects. The number of samples is before removing 

strong other lab effects due to a bad extraction plates. That is why the total sample number is higher here then the 2616 samples in the combined model building and 

test data used to quantify and predict eoDNA degradation in the publication. 
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Supp_04 Test data overview 
 

 Response and fixed effects Random effects  

Corrective model 

Zero-

inflation 
Dispersion 

Final global 

model: 
QI ~ HMax * TMax + Days + HottestDay + MoistestDay + TTrend + HTrend + Sess  

+ (1 | Roost) 

+(1|Year/PCRPlate/ 

ExtrPlate/RVLabUnit) 

~ HMin 

+ TMin 

+ AbsHTrend 

+ AbsTTrend 

~ HMax + 

AbsTTrend 

Model part Variable (Abbrev.) 
Type/transform

ation 
Description and [range of unstandardized variable] n 

Response 
Quality Index (QI) 

 

Beta-binomial (logit) 

(Nsuccess/Nfailure) 

Proportion of replicate loci identical/non-identical compared to 

consensus locus built over three replicate multi-locus genotypes 

with 8-9 loci each [3x][0-1] 

307 droppings  

 

Fixed 

effects 

Max. Humidity (HMax) Continuous/Z-scored Maximum relative humidity [62.2 – 80.6 %] 4 values 

Max. Temperature (TMax) Continuous/Z-scored Maximum temperature [30.6 – 47.1 °C] 4 values 

Temperature trend 

(TTrend) 

Continuous/Z-scored 

Trend towards warmer (positive) or colder (negative) days within a 

single collection period calculated as median of differences between 

chronologically ordered daily max. temperatures. [1.2 – 2.5 °C] 

4 values 

Humidity trend 

(HTrend) 

Continuous/Z-scored 

Trend towards moister (positive) or drier (negative) days within a 

single collection period calculated as median of differences between 

chronologically ordered daily max. humidity. [-1.1 – 0.6 %] 

4 values 

Hottest day 

(HottestDay) 

Continuous/Z-scored 

Day with max. daily median temperature as proportion of total 

exposure days [0.5 – 1] 

4 values 

Moistest day 

(MoistestDay) 

Continuous/Z-scored 

Day with max. daily median humidity as proportion of total exposure 

days [0.25– 1] 

4 values 

Exposure days (Days) Continuous/Z-scored 

Duration of single collection period in a roost in days (maximum 

possible days a dropping could have been exposed to the 

environment) [9 – 11] 

4 values 

Session (Sess) 
Factor/Reference 

June 

June/August (before and after offspring is born) 2 levels 

Random 

effects 

Roost (Roost) Factor Different maternity roosts (totally sampled 4 times in 2017 and 2019 2 levels 

Year (Year) Factor 2017, 2019 2 levels 

Table Supp_04 1 Test data overview used to test how well the best predictive model and the combination of all 19 top 

models within ∆AICc<6 could predict mean QI for four different roost-visits (RV) from two completely new roosts. “Z-

scored” indicates standardization of variable by two standard deviations and centring to 0 based on the mean and 

standard deviation of the model building data. All continuous fixed, zero-inflation and dispersion effects were measured 

per roost-visit. 
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PCR plate (PCRPlate) Factor Each PCR plate with 384 wells  6 levels 

Extraction plate (ExtrPlate) Factor 
Each plate with 96 wells (each well contains extracted DNA of one 

dropping) 

6 levels 

Roost visit sample block 

(RVLabUnit) 
Factor 

Groups of droppings of the same roost visit origin ending up on the 

same extraction and/or PCR plates (accounting for blocked sample 

distribution on PCR and extraction plates). 

6 levels 

Zero-

inflation 

effects 

Min. humidity (HMin) Continuous/Z-scored 
Minimum relative humidity 

[20.3 – 40.2 %] 

4 values 

Min. temperature (TMin) Continuous/Z-scored 
Minimum temperature  

[11.6 – 16.6 °C] 

4 values 

Absolute humidity trend 

(AbsHTrend) 
Continuous/Z-scored 

Measure of absolute variability in max. humidity between days 

calculated as median of absolute chronological differences of daily 

maximum humidity 

[1.1 – 2.8 %] 

4 values 

Absoulte temperature trend 

(AbsTTrend) 
Continuous/Z-scored 

Measure of absolute variability in max. temperature between days 

calculated as median of absolute chronological differences of daily 

maximum humidity  

[1.5 –3.0°C] 

4 values 

Dispersion 

effects 
AbsTTrend, HMax Continuous/Z-scored 

Variables already explained in previous rows 4 values 



p. 15 / 111 
 

Supp_05 Information about the initial global model (binomial) 
Model diagnostics and information for the first initial global model (step 1 and 2 in the manuscript) created with the mdiag() function included in the 

version controlled R-Project. Not all information from the 29-page pdf report is shown but can easily be created by running the available R-Script. Graphs 

were slightly altered from the pdf output to ensure consistent naming with the publication and facilitate reading. Rerunning the R code on a different 

machine, the DHARMa based diagnostics might look different and its values might slightly differ because it is a simulation approach. However, after running 

it once all other reruns on the same machine should look the same since the random state is saved.  

 

 

 

  

    Model overview 
name: initial_global_model_01_binomial 

family: binomial 
link: logit 

response variable form: matrix 

sample size: 2309 

N (sample size) / k (terms) : 256.6 
formula: QIPerdropping ~ HMax * TMax + Days + HTrend 

+ TTrend + HottestDay + MoistestDay + Sess + (1 | Roost) 

+ (1 | Year/PCRPlate/ExtrPlate/RVLabUnit) 

ziformula: ~0 

dispformula: ~1 
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Figure Supp_05 1 Model diagnostics based on simulated residuals using the “DHARMa” package of the initial binomial global model test based on 10 000 simulations. 

A) Dispersion test shows clear overdispersion with the observed (red line) variance being 2.95 stronger than the mean simulated variance (black lines). B) Zero-inflation 

test shows that the number of observed zeroes (red line) is 3515.52 higher than the mean of the simulated zeroes (black lines). C) Outlier test based on 100 bootstrap 

replicates shows significant outliers (red bars and red line). D) Quantile-Quantile plot of observed and expected residuals shows clear deviation of uniform distribution 

(red line). 

A B 

C D 
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A B 

C 

Figure Supp_05 2 Model diagnostics based on simulated residuals using the “DHARMa” package based on 10 000 simulations. A) Testing excess/deficits of QI = 1. Since 

QI was expressed in matrix form (success/(total number of loci)), a QI of 1 means in Matrix form 27/27. We detected a significant excess of ones with 3.35 times the 

number of observed ones (red line) compared to the mean number of ones in simulations (black bars). 

B) The same as C) but for only 24 since we had to remove locus RHC108 in 2018 because of a marker problem (see main text). It shows a non-significant excess of ones 

with 1.15 times more ones than the mean number of simulated ones. 

C) Standardized simulated residuals  on y-axis plotted against predicted response on x-axis to detect deviations from homoscedasticity. Single residuals are summarized 

as red solid quantile splines. Expected uniformity quantiles are shown as red dashed lines. Simulation outliers are indicated by red asterisks. Deviations of quantile 

splines from uniformly distributed quantiles (red dotted lines) indicate strong and significant signs of heteroscedasticity. 



p. 18 / 111 
 

 

  

Figure Supp_05 3 Correlations of input variables and multicollinearity. A) Pairwise correlation of all input variables (2309 values per variable) using «Hmisc» and 

«corrplot» package. Lower triangle indicates Spearman’s rank correlation; higher triangle indicates Pearson correlation. Spearman’s rank correlation is reported since 

not all input variables were normally distributed. Lighter colour indicates weaker correlation darker colours stronger correlation. Reddish colours indicate negative 

correlation, blueish indicate positive correlations. Numbers indicate correlation values. Regardless of the type of chosen correlation statistic, correlation stayed all 

under 0.6 and are regarded unproblematic in this study. B) shows multicollinearity measured as variance inflation factor (VIF) using the “performance” package. No 

problematic multicollinearity was detected with all predictors below a VIF of 5. 
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Figure Supp_05 4 Temporal autocorrelation test using DHARMa package based on 10 000 simulations using chronological ordered “Year”/”Sess” info as time variable. 

No significant temporal autocorrelation was detected using the Durbin-Watson test (p=0.85).  

We also performed a spatial autocorrelation test (Moran’s test for distance-based autocorrelation) with those residuals and could not detect significant spatial 

autocorrelation (p=0.25). The graph with coordinates is not shown because lesser horseshoe bat (Rhinolophus hipposideros) is an endangered and protected species in 

Germany and roosts location cannot be disclosed. 



p. 20 / 111 
 

 

  

Figure Supp_05 5 Visual check of normality of residuals for random effects using the “performance” and “See” package. No strong deviation was detected. 
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Figure Supp_05 6 Model fit and estimates. A) Different information criteria and model fit statistics of the fitted model. From top to bottom: Akaike information 

criterion for small sample size (AICc) and normal sample size (AIC), Bayesian information criterion (BIC), log-likelihood (logLik), "absolute unconditional" deviance 

(deviance=-2*logLik) and residual degrees-of-freedom (df.resid). B) Random effect variance (Variance) and standard deviation (Std.Dev) as well as the lower (2.5%) 

and upper (97.5%) limit of the 95% confidence interval. C) Fixed effect estimates from left to right:  95% odds Ratio confidence interval (OR) lower (OR 2.5%) and upper 

(OR 97.5%) limit as well as the odds ratio (OR Estimate). 95% estimate confidence intervals (2.5 %, 97.5%) together with the model estimates (Estimate) and their 

standard errors (Std. Error), z values and p values (Pr(>|z|)) as well as holm corrected p values (holm). The last four columns report p values, estimates and lower and 

upper 95% confidence interval after corrections for simultaneous multiple hypothesis testing using the “multcomp” package and the “glht” function. 
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Figure Supp_05 7 Graphical representation of model estimates (coloured dots) with corresponding value above using the “sjPlot” package. Horizontal lines mark the 95 

% confidence intervals. Significance after Holm-Bonferroni corrections are indicated by asterisks. *<0.05, **<0.01, *** <0.001. Model estimates are indicated by the 

circles and the value above. 

 



p. 23 / 111 
 

 
   

Figure Supp_05 8 Predicted marginal fixed effects (solid lines) on QI using ggpredict() from the “ggeffects”. 95 % confidence intervals are indicated by the lighter shape. 

Red indicates negative, blue positive effects. X-axis represent the observed unstandardized predictors. “QIPerdropping” is equal to QI used in the publication and just 

emphasizes that QI was calculated over the whole sample (across 3 replicates with 9 loci each totaling in 27 loci). For continuous interaction terms the minimum and 

maximum observed values were used for plotting (e.g.: HMax:TMax, bottom right). 
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Supp_06 Information about the 2nd global model (beta-binomial) 
Model diagnostics and information for the second initial global model (step 1 and 2 in manuscript).  created with the mdiag() function included in the 

version controlled R-Project. Not all information from the 29-page pdf report is shown but can easily be created by running the available R-Script. Graphs 

were slightly altered from the pdf output to ensure consistent naming with the publication and facilitate reading. Rerunning the R code on a different 

machine, the DHARMa based diagnostics might look different and its values might slightly differ because it is a simulation approach. However, after running 

it once all other reruns on the same machine should look the same since the random state is saved 

 

 

  

  Model Overview 
name: initial_global_model_02_betabinomial 

family: betabinomial 

link: logit 

response variable form: matrix 

sample size: 2309 

N (sample size) / k (terms): 256.6 

formula: QIPerdropping ~ HMax * TMax + Days + HTrend 

+ TTrend + HottestDay + MoistestDay + Sess + (1 | Roost) 

+ (1 | Year/PCRPlate/ExtrPlate/RVLabUnit) 

ziformula: ~0 

dispformula: ~1 
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Figure Supp_06 1 Model diagnostics based on simulated residuals using the “DHARMa” package of the initial binomial global model test based on 10 000 simulations. 

A) Dispersion test showing no significant overdispersion with the observed (red line) variance being 1.08 stronger than the mean simulated variance (black lines). B) 

Zero-inflation test shows that the number of observed zeroes (red line) is 5.98 times higher than the mean of the simulated zeroes (black lines). C) Outlier test based 

on 100 bootstrap replicates shows no significant outliers (red bars and line). D) Quantile-Quantile plot of observed and expected residuals shows significant but weak 

deviation of uniform distribution (red line). 

A B 

C D 
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A B 

C 

Figure Supp_06 2 Model diagnostics based on simulated residuals using the “DHARMa” package of the initial binomial global model test based on 10 000 simulations. 

A) Testing excess/deficits of QI = 1. Since QI was expressed in matrix form (success/(total number of loci) A QI of 1 means in Matrix form 27/27. We didn`t detect a 

significant excess/deficit of ones with 0.81 times the number of observed ones (red line) compared to the mean simulated number of ones (black bars). B) Shows the 

same as A) but for only 24 since we had to remove locus RHC108 in 2018 because of a marker problem (see main text). It shows no significant excess/deficit of ones 

with 0.96 times observed ones compared to the simulated mean number of ones C) Standardized simulated residuals on y-axis plotted against predicted response on x-

axis to detect deviations from homoscedasticity. Single residuals are summarized as red solid quantile splines. Expected uniformity quantiles are shown as red dashed 

lines. Simulation outliers are indicated by red asterisks. Deviations of quantile splines from uniformly distributed quantiles (red dotted lines) indicate signs of 

heteroscedasticity. 
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Figure Supp_06 3 Correlations of input variables and multicollinearity. A) Pairwise correlation of all input variables (2309 values per variable) using «Hmisc» and 

«corrplot» package. Lower triangle indicates Spearman’s rank correlation; higher triangle indicates Pearson correlation. Spearman’s rank correlation is reported since 

not all input variables were normally distributed. Lighter colour indicates weaker correlation darker colours stronger correlation. Reddish colours indicate negative 

correlation, blueish indicate positive correlations. Numbers indicate correlation values. Regardless of the type of chosen correlation statistic, correlation stayed all 

under 0.6 and are regarded unproblematic in this study. B) shows multicollinearity measured as variance inflation factor (VIF) using the “performance” package. All 

predictors are below the problematic value of 5. High multicollinearity was detected in predictors “HMax” and “TMax” and moderate multicollinearity in “Days”. 
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Figure Supp_06 4 Temporal autocorrelation test using “DHARMa” package based on 10 000 simulations using chronological ordered “Year”/”Sess” info as time 

variable. No significant temporal autocorrelation was detected using the Durbin-Watson test p=0.44.  

We also performed a spatial autocorrelation test (Moran’s test for distance-based autocorrelation) with those residuals and could not detect significant spatial 

autocorrelation (p=0.15). The graph with coordinates is not shown because lesser horseshoe bat (Rhinolophus hipposideros) is an endangered and protected species in 

Germany and roosts location cannot be disclosed. 
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Figure Supp_06 5 Visual check of normality of residuals for random effects using the “performance” and “See” package. No strong deviation was detected. 
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Figure Supp_06 6 Model fit and estimates. A) Different information criteria and model fit statistics of the fitted model. From top to bottom: Akaike information 

criterion for small sample size (AICc) and normal sample size (AIC), Bayesian information criterion (BIC),  log-likelihood (logLik), "absolute unconditional" deviance 

(deviance=-2*logLik) and residual degrees-of-freedom (df.resid). B) Random effect variance (Variance) and standard deviation (Std.Dev) as well as the lower (2.5%) 

and upper (97.5%) limit of the 95% confidence interval. C) Fixed effect estimates from left to right:  95% odds Ratio confidence interval (OR) lower (OR 2.5%) and upper 

(OR 97.5%) limit as well as the odds ratio (OR Estimate). 95% estimate confidence intervals (2.5 %, 97.5%) together with the model estimates (Estimate) and their 

standard errors (Std. Error), z values and p values (Pr(>|z|)) as well as holm corrected p values (holm). The last four columns report p values, estimates and lower and 

upper 95% confidence interval after corrections for simultaneous multiple hypothesis testing using the “multcomp” package and the “glht” function. 
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Figure Supp_06 7 Graphical representation of model estimates (colored dots) with corresponding value above using the “sjPlot” package. Horizontal lines mark the 95 

% confidence intervals. Significance after Holm-Bonferroni corrections are indicated by asterisks. *<0.05, **<0.01, *** <0.001. Model estimates are indicated by the 

circles and the value above. 
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Figure Supp_06 8 Predicted marginal fixed effects (solid lines) on QI using ggpredict() from the “ggeffects”. 95 % confidence intervals are indicated by the lighter shape. 

Red indicates negative, blue positive effects. X-axis represent the observed unstandardized predictors. “QIPerdropping” is equal to QI used in the publication and just 

emphasizes that QI was calculated over the whole sample (across 3 replicates with 9 loci each totaling in 27 loci). For continuous interaction terms the minimum and 

maximum observed values were used for plotting (e.g. HMax:TMax, bottom right). 
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Supp_07 Input formulas and variables for the 

automated correction step 
 

Table Supp_07 1 Potential predictors and their interactions specified in step three of the statistical 

pipeline to build all possible subsets for the corrective model (zero-inflation and dispersion 

formula) of the global model. Hereby the model formulas for later calculation where only kept if 

pairwise correlation between terms was below 0.6 and interactions were accompanied by their 

main terms resulting in 143 417 possible subset models. The conditional model which was kept 

unchanged in the process can be seen in the first row. The formula for the corrective model where 

all possible subsets were built from can be seen in the second row. 

Once the models were calculated only those fulfilling basic model assumptions were kept ( 

variance inflation factor (VIF)<5 and no significant (p>0.05 over/under-dispersion or zero-

inflation/deflation) ending up in 5892 valid models. Those were then preselected to only contain 

best fitting models of deltaAICc<6 or deltaBIC<6 ending up in 104 models. From those 104 models 

the one was selected with lowest mean squared error (MSE) under roost-visit-wise cross-

validation. Due to upgrades and compatibility improvements of the pipeline including upgrading 

the glmmTMB package from version 1.1.2 to 1.1.5 in the process of reviewing this publication the 

model convergence behaviour slightly changed (see Version_History.txt on Zenodo via Dryad, Naef 

et al., 2023, https://doi.org/10.5061/dryad.79cnp5hxn). Adding two slightly better potential final 

corrective models before the old final corrective model. However, they did not always converge. 

That is why we included an additional convergence stability test to the pipeline for the models with 

lowest MSE when selecting the final global corrective model to select the most stable lowest MSE 

model under roost-visit cross validation (We recalculated the top 3 models 100 times and only the 

3rd model converged 100% of the time, being identical with the old final corrective model 

calculated  under the older glmmTMB version). This single final corrective model with its final zero-

inflation and dispersion formula can be seen in row three and builds together with row one the 

final global model (table is on the next page). See also Supp_09 for the final global model. 

 

https://doi.org/10.5061/dryad.79cnp5hxn
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Conditional 
model 
(kept 

unchanged) 

QI ~ HMax * TMax + Days + HottestDay + MoistestDay + TTrend + HTrend + Sess  
+ (1 | Roost) + (1|Year/PCRPlate/ExtrPlate/RVLabUnit) 

Corrective 
model 

formulas to 
build all 
subsets 

dispersion formula Zero-inflation formula 

~ Days*NperRV+ 

Days:HTrend:HMax:HMin:AbsHTrend + 

Days:TTrend:TMax:TMin:AbsTTrend + HTrend + 

HMax + HMin + AbsHTrend + TTrend + TMax + TMin 

+AbsTTrend 

~ HMin*TMin*AbsHTrend+AbsTTrend+NperRV 

Final 
corrective 

model 
formulas 

~ HMin + TMin + AbsHTrend + AbsTTrend ~ HMax + AbsTTrend 

 Variable (Abbrev.) Type/ 

transformation 

Description and [range of unstandardized variable] n 
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Max. Humidity (HMax) Continuous/Z-scored Maximum relative humidity  [76.8 – 100 %] 21 values 

Max. Temperature 

(TMax) 
Continuous/Z-scored 

Maximum temperature [12.6 – 32.1 °C] 21 values 

Temperature trend 

(TTrend) 

Continuous/Z-scored 

Trend towards warmer (positive) or colder (negative) days within a 

single collection period calculated as median of differences 

between chronologically ordered daily max. temperatures. [-0.5 – 2 

°C] 

21 values 

Humidity trend 

(HTrend) 

Continuous/Z-scored 

Trend towards moister (positive) or drier (negative) days within a 

single collection period calculated as median of differences 

between chronologically ordered daily max. humidity. [-5.1 – +1.4 

%] 

21 values 

Exposure days (Days) Continuous/Z-scored 

Duration of single collection period in a roost in days (maximum 

possible days a dropping could have been exposed to the 

environment) [9 – 13] 

21 values 

Min. humidity (HMin) Continuous/Z-scored 
Minimum relative humidity 

[29.3 – 100 %] 

21 values 

Min. temperature (TMin) Continuous/Z-scored 
Minimum temperature  

[11.0 – 23.0 °C] 

21 values 

Absolute humidity trend 

(AbsHTrend) 
Continuous/Z-scored 

Measure of absolute variability in max. humidity between days 

calculated as median of absolute chronological differences of daily 

maximum humidity 

[0 – 10.9 %] 

21 values 

Absoulte temperature 

trend (AbsTTrend) 
Continuous/Z-scored 

Measure of absolute variability in max. temperature between days 

calculated as median of absolute chronological differences of daily 

maximum humidity  

[0 – 2 %] 

21 values 

Number of droppings per 

roost visit 

(NperRV) 

Continuous/Z-scored 

Number of droppings genotyped per roost visit used for QI 

calculations. 

[14– 224] 

21 values 
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Supp_08 Automated corrective model finding selection 
 

 

   

Figure Supp_08 1 A) shows the 5892 of 143,417 corrective models fulfilling basic model assumptions (VIF<5, no 

significant over- or under-dispersion, no significant zero-inflation/deflation) built from the global model. The conditional 

model was kept unchanged in the process and the all subset models were constructed based on the corrective model 

structure (Table Supp_07 1, second row). The ratio of observed to simulated values using DHARMA (e.g., seen in Figure 

Supp_06 1A, B) based on 250 simulations for zero-in/deflation is shown on the x-axis and for over/under-dispersion on 

the y axis. The number above the circles indicates model ID (The ID can be higher than 143,417 because we first allowed 

corrective models with interactions not containing all corresponding main terms in the corrective model. Instead of 

recalculating we just subset the calculated model pool to only allow interactions if their main terms were included too). 

B) Shows the same as A but for selected subset of 104 models within either ΔBIC<6 or ΔAICc<6. Heteroscedasticity (red) 

in both plots is only indicated to investigate potential patterns of homoscedasticity and is defined as significant deviation 

(p<=0.001) using the quantile regression tests from the “qgam” package within “DHARMa” but was not a selector 

included in basic model assumptions (VIF<5 and no sign. Over/under dispersion or zero-inflation/deflation) to keep 

models. 

A 

B 
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Figure Supp_08 2 Selection of the best fitting corrective model of the 104 models within ΔBIC<6 or ΔAICc<6 using lowest mean squared error (MSE) under roost-

visit-wise cross-validation as selection criteria. Circle colour indicates MSE from lowest (orange) to highest (dark blue). The best fitting model is additionally 

marked by a bigger orange circle and the model number in bold above it and represents the final global model. Note that here BIC seems to be a better choice for 

model fit without overfitting compared to AICc (orange to blue, dark colours gradient follows BIC from left to right). Note due to "glmmTMB” update to version 

1.1.5 the convergence behaviour slightly changed to the previous version 1.1.2. The best model with lowest MSE (“2942”) and second best ("4982”) here actually 

did not converge always when recalculating it 100 times instead the third best corrective model was chosen which always converged (“4213”, within the bigger 

orange circle) being identical to the final global model using version 1.1.2 of "glmmTMB”. 
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Supp_09 Information about the final global model (beta-binomial, with corrective 

model) 
Model diagnostics and information for the final global model (step 3 in manuscript) created with the mdiag() function included in the version controlled R-

Project. Not all information from the 29-page pdf report is shown but can easily be created by running the available R-Script. Graphs were slightly altered 

from the pdf output to ensure consistent naming with the publication and facilitate reading. Rerunning the R code on a different machine, the DHARMa 

based diagnostics might look different and its values might slightly differ because it is a simulation approach. However, after running it once all other reruns 

on the same machine should look the same since the random state is saved. 

 

 

  

  Model Overview 
name: final_global_model 

family: betabinomial 

link: logit 

response variable form: matrix 

sample size: 2309 

N (sample size) / k (terms) : 256.6 

formula: QI~ Days + HMax:TMax + HMax+ HottestDay + HTrend + MoistestDay + Sess + TMax 

+ TTrend + (1 | Roost) + (1 | Year/PCRPlate/ExtrPlate/RVLabUnit) 

ziformula: ~AbsHTrend + AbsTTrend + HMin + TMin 
dispformula: ~AbsTTrend + HMax 
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Figure Supp_09 1 Model diagnostics based on simulated residuals using the “DHARMa” package of the final global model based on 10 000 simulations. A) Dispersion 

test showing no significant overdispersion with the observed (red line) variance being 1.06 times stronger than the mean simulated variance (black lines). B) Zero-

inflation test shows that the number of observed zeroes (red line) is not significant with 1.12 times more observed zeroes than simulated zeroes (black lines). C) Outlier 

test based on 100 bootstrap replicates shows no significant outliers (red bars and line). D) Quantile-Quantile plot of observed and expected residuals shows significant 

but weak deviation of uniform distribution (red line). 

A B 

C D 
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A B 

C 

Figure Supp_09 2 Model diagnostics based on simulated residuals using the “DHARMa” package of the initial binomial global model test based on 10 000 simulations. 

A) Testing excess/deficits of QI = 1. Since QI was expressed in matrix form (success/(total number of loci) A QI of 1 means in Matrix form 27/27. We did not detect a 

significant deviation of observed (red line) vs. simulated ones (black lines) with 0.89 times the number of observed ones compared to the mean simulated number of 

ones (black bars). B) Shows the same as A) but for only 24 since we had to remove locus RHC108 in 2018 because of a marker problem showing non-significant 

excess/deficit of ones with 0.95 time less observed ones the mean simulated ones. C) Standardized simulated residuals on y-axis plotted against predicted response on 

x-axis to detect deviations from homoscedasticity. Single residuals are summarized as red solid quantile splines. Expected uniformity quantiles are shown as red dashed 

lines. Simulation outliers are indicated by red asterisks. Deviations of quantile splines from uniformly distributed quantiles (red dotted lines) indicate weak signs of 

heteroscedasticity but only in the first two quantiles. 
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Figure Supp_09 3 Correlations of input variables and multicollinearity. A) Pairwise correlation of all input variables (2309 values per variable) using “Hmisc” and 

“corrplot” package. Lower triangle indicates Spearman’s rank correlation; higher triangle indicates Pearson correlation. Lighter colour indicates weaker correlation 

darker colours stronger correlation. Reddish colours indicate negative correlation, blueish indicate positive correlations. Numbers indicate correlations. Correlations 

under 0.6 are regarded unproblematic in this study. Note that correlations with variables from the corrective model (AbsHTrend, AbsTTrend, HMin, TMin) are also 

calculated. Correlation containing those predictors were ignored since we were not interested in their estimates but only in modeling zeroes and dispersion to fulfill 

model assumptions. B) shows multicollinearity measured as variance inflation factor (VIF) using the “performance” package. All VIFs are under five and therefore 

fulfilling model assumptions 
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Figure Supp_09 4 Temporal autocorrelation test using DHARMa package based on 10 000 simulations on and sampling timing with year/sess. No significant temporal 

autocorrelation was detected using the Durbin-Watson test (p=0.84).  

We also performed a spatial autocorrelation test (Moran’s test for distance-based autocorrelation) with those residuals and could not detect significant spatial 

autocorrelation (p=0.20). The graph with coordinates is not shown because lesser horseshoe bat (Rhinolophus hipposideros) is an endangered and protected species in 

Germany and roosts location cannot be disclosed. 
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Figure Supp_09 5 Normality of Random Effects using the “performance” and “See” package. No strong deviation was detected. 
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Figure Supp_09 6 Model fit and estimates. A) Different information criteria and model fit statistics of the fitted model. From top to bottom: Akaike information 

criterion for small sample size (AICc) and normal sample size (AIC), Bayesian information criterion (BIC), log-likelihood (logLik), "absolute unconditional" deviance 

(deviance=-2*logLik) and residual degrees-of-freedom (df.resid). B) Variance (Variance) and standard deviation (Std.Dev) as well as the lower (2.5%) and upper (97.5%) 

limit of the 95% confidence interval for the random effects and corrective model (where possible). C) Fixed effect estimates from left to right:  95% odds Ratio 

confidence interval (OR) lower (OR 2.5%) and upper (OR 97.5%) limit as well as the odds ratio (OR Estimate). 95% estimate confidence intervals (2.5 %, 97.5%) together 

with the model estimates (Estimate) and their standard errors (Std. Error), z values and p values (Pr(>|z|)) as well as holm corrected p values (holm). The last four 

columns report p values, estimates and lower and upper 95% confidence interval after corrections for simultaneous multiple hypothesis testing using the “multcomp” 

package and the “glht” function. 
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Figure Supp_09 7 Graphical representation of model estimates (coloured dots) with corresponding value above using the “sjPlot” package. Horizontal lines mark the 95 

% confidence intervals. Significance after Holm-Bonferroni corrections are indicated by asterisks. *<0.05, **<0.01, *** <0.001. The corrective model estimates are also 

included (dispersion, zero_inflated) but might not be reliable since we detected pairwise correlation above 0.6 in them (Figure Supp_09 3A). Since the goal of the 

corrective model was to correct model assumption violations by correctly model zeroes and dispersion, the interpretation of the corrective model estimates is 

therefore neglected in the study. 
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Figure Supp_09 8 Predicted marginal fixed effects (solid lines) on QI using ggpredict() from the “ggeffects”. 95 % confidence intervals are indicated by the lighter shape. 

Red indicates negative, blue positive effects. X-axis represent the observed unstandardized predictors. “QIPerdropping” is equal to QI used in the publication and just 

emphasizes that QI was calculated over the whole sample (across 3 replicates with 9 loci each totaling in 27 loci). For continuous interaction terms the minimum and 

maximum observed values were used for plotting (e.g.: HMax:TMax, bottom right). 
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Supp_10 Top model and best predictive model selection 
 

 

Figure Supp_10 1 A) shows the 283 of 321 models converged and fulfilling basic model assumptions (VIF<5, no 

significant over- or under-dispersion, no significant zero-inflation/deflation) built from all possible subsets of the final 

global model. The corrective model structure (dispersion and zero-inflation model structure) was maintained during the 

process. The ratio of observed to simulated values using DHARMA (as seen in Figure Supp_09 1A, B) based on 250 

simulations for zero-in/deflation is shown on the x-axis and for over/under-dispersion on the y axis. B) Shows the same 

as A but for the 19 top models within ΔAICc<6. Heteroscedasticity (red) in both plots is only indicated to investigate 

potential patterns of homoscedasticity and is defined as significant deviation (p<=0.001) of the quantile regression tests 

from the “qgam” package within “DHARMa” but was not a selector included in basic model assumptions (VIF<5 and no 

sign. Over/under dispersion or zero-inflation/deflation) to keep models. 

A 

B 
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Figure Supp_10 2 Selection of the best predictive models from all 283 subset models fulfilling basic model assumptions (VIF<5, no significant over- or under-

dispersion, no significant zero-inflation/deflation) using lowest mean squared error (MSE) under roost-visit-wise cross-validation as selection criteria. Circle colour 

indicates MSE from lowest (orange) to highest (dark blue). The best fitting model is additionally marked by a bigger orange circle and the model number in bold 

above it and represents the best predictive model. Note that here AICc seems to be a better choice for model fit without overfitting compared to BIC (orange to 

blue, dark colours gradient follows AICc from left to right). 
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Supp_11 QI and PCR success rate overview 
 

  

Figure Supp_11 1 Overview of QI values per sample and its corresponding PCR success rate over model building and test dataset combined with a total of 2616 

samples. Blue shapes are beanplots and indicate the distribution of PCR Success Rate for every discrete QI value. The beanplots are cut at there minimum and 

maximum values to show the true range of PCR success rate for each sample QI value. Note how the PCR success rate always exceeds its corresponding QI value . 

The distance of the mean PCR success rate to its corresponding QI value indicated as triangle changes with its corresponding QI value. The distance of mean PCR 

success rate and corresponding QI value therefore indicates the share of PCR Success rate on the QI value. The closer they are to each other the higher the share 

of PCR amplification failure on QI and the lower the share of genotype errors measured as disagreement between replicates and consensus genotypes. A QI of 

one can only be achieved when all loci amplified therefore QI and PCR success rate are identical here. Sample numbers for each QI are depicted as barplot. 
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Figure Supp_11 2 Overview of QI values per sample and its corresponding PCR success rate per roost- visit (RV). Model building and test data are combined with a 

total of 2616 samples distributed over the 25 RV`s. Blue shapes are beanplots and indicate the distribution of QI or PCR success rate per sample. The beanplots 

are cut at there minimum and maximum values to show the true range for each RV. The average PCR success rate of 0.9 is higher than the average QI value of 

0.85 and also higher in every RV. 
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Supp_12 Environmental overview 
 

 

Figure Supp_12 1 Overview over all involved unstandardized predictor variables for modelling eoDNA degradation as reduction in QI per sample per roost-visit 

(RV) following the modelling pipeline of the publication. The dashed black line separates model building data on the left and test data on the right. The RVs are 

ordered in increasing order according to their mean observed QI as seen in Figure 4 of the publication. See Supp_07 and Table 2 in the manuscript for the 

description of all predictors. 
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Figure Supp_13 1 A) Individual effect estimates (darkest shapes and black ticks) and 95% confidence intervals (CI) (lighter shapes and ticks), and their corrected CI for 

family-wise multiple testing (lightest shapes and ticks) using the “glht” function of the “multcomp” package of the 19 top models (ΔAICc<6). Effect estimates are sorted 

from negative (red) to positive (blue) by their AICc-weighted average effect estimates (plus symbol, value above). The triangle indicates weighted average estimates 

according to MSE weights. Circles, solid, and dotted horizontal lines indicate the estimates, CIs, and corrected CIs of the final global model also contained within 

ΔAICc<6. Best MSE weights (asterisk) corresponds to the best predictive model and is the model with lowest mean squared error (MSE) under roost-visit-wise cross-

validation without using random effects variance for predictions. The diamond indicates the model estimates with the lowest AICc. Effect estimates are directly 

comparable within and between models due to standardized input variables (2 SDs) and their predictors (partial SD) in A. B-C) show corresponding effect estimates and 

95% CI according to the dispersion model and the zero-inflation model. Correction for CI’s of the corrective models could not be calculated and that not partial 

standardization could be performed on the dispersion estimates. D-F) shows the same as A-C but coefficients are not standardized by their partial SD (input variables are 

still standardized by 2 SDs) to account for differing levels of multicollinearity between the single models depending on the included predictors. Because pairwise 

correlations of input variables in the corrective model exceeded the absolute value of 0.6 (Figure Supp_09 3A, the four bottom right variables) we didn`t interpret those 

corrective estimates (B,C,E,F)  in the study and only used them to model zeroes and dispersion. However, these estimates and their CIs seem to be quite stable over all 

19 models. 

 

Supp_13 Multi-model effect estimates 
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Figure Supp_13 2 Stability of individual corrective model (dispersion A,C) and zero-inflation B,D) ) effect 

estimates (darkest shapes and black ticks) and 95% confidence intervals (CI) (lighter shapes and ticks), and their 

corrected CI for family-wise multiple testing (lightest shapes and ticks) using the “glht” function of the 

“multcomp” package for all 283 models fulfilling basic model assumptions. Effect estimates are sorted from 

negative (red) to positive (blue) by their AICc-weighted average effect estimates (plus symbol, value above). The 

triangle indicates weighted average estimates according to MSE weights. Circles, solid, and dotted horizontal 

lines indicate the estimates, CIs, and corrected CIs of the final global model also contained within ΔAICc<6. Best 

MSE weights (asterisk) corresponds to the best predictive model and is the model with lowest mean squared 

error (MSE) under roost-visit-wise cross-validation without using random effects variance for predictions. The 

diamond indicates the model estimates with the lowest AICc. Best predictive model is the model with lowest 

mean squared error (MSE) under roost-visit-wise cross-validation without using random effects variance for 

predictions. C-D) shows the same as A-B but coefficients are not standardized by their partial SD anymore (input 

variables are still standardized by 2 SDs) to account for differing levels of multicollinearity between the single 

models depending on the included predictors. Because pairwise correlations of input variables in the corrective 

model exceeded the absolute value of 0.6 (Figure Supp_09 3A, the four bottom right variables) we didn`t 

interpret those corrective estimates (A-D) in the study and only used them to model zeroes and dispersion. 

However, these estimates and their CIs seem to be quite stable over all 283 models fulfilling basic model 

assumptions. 
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Figure Supp_14 1 Simulations of “what-if” scenario to find ideal sampling durations (green) using the best predictive model. We reduced the predictor “Days” stepwise by 1 
day forming sliding windows of this length to predict specific QI for every window until the median of same sized windows reached or exceeded a QI of 0.95 (step 7 in 
manuscript). Since the distribution and collection dates were not measured by the logger, the actual exposure duration “Days” is always one day longer than the measured. 
A graphical representation of this sliding window approach for every RV is created as pdf in the R script in step 7. (A-B). RV are labeled on the x-axis following the format 
“Roost”/”Year”/”Sess”. The ideal sampling duration per roost was then defined as minimum ideal sampling duration of all corresponding RVs (C). D-F show the same but on 
test data instead of model building data. The dashed light green line indicates minimum, the dark green dashed line indicates median ideal sampling duration for the 
datasets). We detected an unexpectedly high proportion of droppings with zero QI (11.6%) in RV “Thu21/2017/1”, likely due to lab effects (Figure 4A in publication, gap 

between full vs. hollow circle). Therefore, we excluded this one roost visit in the calculations for ideal exposure duration for Thu21. 

 

Supp_14 Finding ideal sampling duration to reach a QI of 0.95 
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  Figure Supp_14 2 Visual representation of the last simulation step to find the ideal sampling duration on the example of roost-visit “Thu21/2017/2” when the sliding 
window length in days was reduced sufficiently enough to reach a target predicted median QI of 0.95 over all sliding time windows. Green transparent boxes depict 
windows with predicted QI reaching the target QI whereas grey ones are below the target QI. The unstandardized environmental summary statistics used as predictors in 
the best predictive model to predict QI for each window as well as the predicted QI are written at the top of every window. The length of the windows reflect the number 
of days exposed and are visible at the bottom. In this example roost-visit a reduction of exposure duration to 6 days (plus twice a half day for the distribution of newspaper 
and collection of samples) was enough to reach a target QI of 0.95. All simulation steps for all roost-visits and both target QIs (0.95,0.99) can be produced as pdfs with the 
published R pipeline in step 7 (“7. Simulate "what if" scenarios to inform sampling“) and will be created inside the corresponding output folder. 
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Supp_15 Finding ideal sampling duration to reach a QI of 0.99 
 Figure Supp_15 1 Simulations of “what-if” scenario to find ideal sampling durations (green) using the best predictive model. We reduced the predictor “Days” stepwise by 1 

day forming sliding windows of this length to predict specific QI for every window within the observed duration until the median of same sized windows reached or 

exceeded a QI of 0.99 (step 7 in manuscript). Since the distribution and collection dates were not measured by the logger, the actual exposure duration “Days” is always 

one day longer than the measured. A graphical representation of this sliding window approach for every RV is created as pdf in the R script in step 7.  (A-B). RV are labeled 

on the x-axis following the format “Roost”/”Year”/”Sess”. The ideal sampling duration per roost was then defined as minimum ideal sampling duration of all corresponding 

RVs (C). D-F show the same but on test data instead of model building data. The dashed light green line indicates median, the dark green dashed line indicates mean ideal 

sampling duration for the datasets.  
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  Figure Supp_15 2 Visual representation of the last simulation step to find the ideal sampling duration on the example of roost-visit “Thu21/2017/2” when the sliding 
window length in days was reduced sufficiently enough to reach a target predicted median QI of 0.99 over all sliding time windows. Green transparent boxes depict 
windows with predicted QI reaching the target QI whereas grey ones are below the target QI. The unstandardized environmental summary statistics used as predictors in 
the best predictive model to predict QI for each window as well as the predicted QI are written at the top of every window. The length of the windows reflect the number 
of days exposed and are visible at the bottom. In this example roost-visit a reduction of exposure duration to 1 day (plus twice a half day for the distribution of newspaper 
and collection of samples) was enough to reach a target QI of 0.99. All simulation steps for all roost-visits and both target QIs (0.95,0.99) can be produced as pdfs with the 
published R pipeline in step 7 (“7. Simulate "what if" scenarios to inform sampling“) and will be created inside the corresponding output folder. 
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Supp_16 The drying effect of “HottestDay” 
INTRODUCTION 

In the following we investigate the detected positive effect of “HottestDay” from our case study, meaning late 
hottest days within a roost-visit (RV) were associated with higher eoDNA quality compared to earlier hottest days. 
We formulated two hypothesis driven auxiliary models and collect further evidence by investigating temporal 
separation of hot and humid conditions to validate our proposed drying effect on moist droppings. 

MATERIALS AND METHODS 
We used the same random effect structure, corrective model structure and model building data as described in the 
manuscript and used to build the final global model. However, to investigate the “HottestDay” we changed the fixed 
effects and created two separate models (Table Supp_16 1).  

We formulated the “Hottest Info model” to check whether the way “HottestDay” is calculated (the day with max 
median temperature, Table Supp_16 1) could produce a positive effect because of low information content when 
picking one day of many very similar days (similar median temperatures) within a roost visit. To capture such varying 
information content of picking a “HottestDay” we introduced the predictor “HottestInfo”. It expresses the outlier 
character of the “HottestDay” regarding median temperature and chronological directionality. It takes values 
between 0 and 1 and is the product of the measure of dissimilarity of the “HottestDay” to the other days and the 
temporal distance between similar days. For example, if the median temperatures of two days within a RV are very 
similar to each other, picking one or another as a “HottestDay” does not matter that much if both days are following 
each other (e.g. a few hot days in the middle of the RV) and will result in a similar “HottestDay” value. However, if 
we consider the two days are in the beginning and in the end of a RV picking one or another as “HottestDay” 
dramatically changes the predictor of hottest day being close to 0 or 1 although the difference of median 
temperature between those days might be only minimal. The information content to choose one “HottestDay” is 
therefore way lower. “HottestInfo” accounts for that and assigns a lower value to the second case. The highest 

values would be achieved by a clear hottest day outlier and all other days are clearly colder.  
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Dissimilarity of “HottestDay” to other days can be expressed in R as: 

𝑀𝑒𝑑𝑖𝑎𝑛𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦2𝐻𝑜𝑡𝑡𝑒𝑠𝑡𝐷𝑎𝑦 = 𝑚𝑒𝑑𝑖𝑎𝑛(1 −
𝑀𝑒𝑑𝑖𝑎𝑛𝑇𝑝𝑒𝑟𝐷𝑎𝑦

max(𝑀𝑒𝑑𝑖𝑎𝑛𝑇𝑝𝑒𝑟𝐷𝑎𝑦)
[−𝑤ℎ𝑖𝑐ℎ. min (

𝑀𝑒𝑑𝑖𝑎𝑛𝑇𝑝𝑒𝑟𝐷𝑎𝑦

max(𝑀𝑒𝑑𝑖𝑎𝑛𝑇𝑝𝑒𝑟𝐷𝑎𝑦)
)]) 

With “MedianTperDay” describing the median temperature of all days within a RV. 

Chronological closeness of similar warm days can be expressed as deviation of ideal increasing or decreasing order in 
daily median temperatures: 

𝐻𝑜𝑡𝑡𝑒𝑠𝑡𝑑𝑎𝑦𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦 =
1

𝑚𝑒𝑎𝑛(𝑎𝑏𝑠(𝑑𝑖𝑓𝑓(𝑜𝑟𝑑𝑒𝑟(𝑀𝑒𝑑𝑖𝑎𝑛𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦2𝐻𝑜𝑡𝑡𝑒𝑠𝑡𝐷𝑎𝑦, 𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑖𝑛𝑔 =  𝐹))))
 

We can then express information content “HottestInfo” by multiplying (i) and (ii): 

𝐻𝑜𝑡𝑡𝑒𝑠𝑡𝐼𝑛𝑓𝑜 = 𝑚𝑒𝑑𝑖𝑎𝑛(1 −
𝑀𝑒𝑑𝑖𝑎𝑛𝑇𝑝𝑒𝑟𝐷𝑎𝑦

max(𝑀𝑒𝑑𝑖𝑎𝑛𝑇𝑝𝑒𝑟𝐷𝑎𝑦)
[−𝑤ℎ𝑖𝑐ℎ. min (

𝑀𝑒𝑑𝑖𝑎𝑛𝑇𝑝𝑒𝑟𝐷𝑎𝑦

max(𝑀𝑒𝑑𝑖𝑎𝑛𝑇𝑝𝑒𝑟𝐷𝑎𝑦)
)])

∗
1

𝑚𝑒𝑎𝑛(𝑎𝑏𝑠(𝑑𝑖𝑓𝑓(𝑜𝑟𝑑𝑒𝑟(𝑀𝑒𝑑𝑖𝑎𝑛𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦2𝐻𝑜𝑡𝑡𝑒𝑠𝑡𝐷𝑎𝑦, 𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑖𝑛𝑔 =  𝐹))))
 

We fitted the “Drying effect” model” to test that the effect of “HottestDay” should only be present if conditions 
tended to be humid towards the end and conditions were hot days would actually be able to dry droppings with the 
three-way interaction of interest “HottestDay:TMax:HTrend” (Table Supp_16 1).  

For both models we checked that no model assumptions were violated as in the publication for the final global 
model (Supp_17, Supp_18). Beside neglectable weak heteroscedasticity and deviation from uniformity all model 
assumptions were fulfilled except for a pairwise correlation in the “HottestInfo” model. Spearman’s rank correlation 
between input variable “TMax” and “HottestInfo” was slightly above the threshold of 0.6 with 0.65 (Figure Supp_17 
3A). Both input variables showed deviation of normal distribution (visually and according to Shapiro-Wilcox test for 
normality) rendering the spearman correlation as the fitting correlation statistics. 

Since the violation of pairwise correlation was rather weak and still below 0.7 (Dormann et al., 2013) and 
multicollinearity with variance inflation factors (VIFs) being well below five (Figure Supp_17 3A) we continued with 
this model. The “HottestInfo” model also showed weak but insignificant signs of outliers based on DHARMa residual 
simulations (Figure Supp_17 1C). 

Additionally, we looked into the temporal separation of hottest and moistest hour on “HottestDay” in the raw logger 
data. 

 

 

 Response and fixed effects Random effects  
Corrective model 

Zero-
inflation 

Dispersion 

Global 
model: 

QI ~ HMax * TMax + Days + HottestDay + MoistestDay + TTrend + HTrend + Sess  
+ (1 | Roost) 
+(1|Year/PCRPlate/ 

ExtrPlate/RVLabUnit) 

~ HMin 
+ TMin 
+ AbsHTrend 
+ AbsTTrend 

~ HMax + 
AbsTTrend Hottest Info 

model 
QI ~ HottestDay * HottestInfo + MoistestDay + HTrend*MoistestInfo + HMax + TMax + 
Days + Sess 

Drying model QI ~ HottestDay * TMax * HTrend + HMax + Sess 

Model part Variable (Abbrev.) 
Type/transform
ation 

Description and [range of unstandardized variable] n 

Response 
Quality Index (QI) 
 

Beta-binomial (logit) 
(Nsuccess/Nfailure) 

Proportion of replicate loci identical/non-identical compared to 
consensus locus built over three replicate multi-locus genotypes 
with 8-9 loci each [3x] 

2309 droppings  
 

Max. Humidity (HMax) Continuous/Z-scored Maximum relative humidity  [76.8 – 100 %] 21 values 

Max. Temperature (TMax) Continuous/Z-scored Maximum temperature [12.6 – 32.1 °C] 21 values 

Table Supp_16 1 

Model and data overview. “Z-scored” indicates standardization of variable by two standard deviations and centering to 

0. All continuous fixed, zero-inflation and dispersion effects were measured per RV. The “Hottest Info” and the 

“Drying” models are auxiliary models based on the same data as all others to investigate and test hypothesis to 

identify “HottestDay” as potential drying effect. All models were built with the same model building data and used the 

same random effects and corrective model as in the publication. 

i 

ii 

iii 
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Fixed 
effects 

Temperature trend 
(TTrend) 

Continuous/Z-scored 

Trend towards warmer (positive) or colder (negative) days within a 

single collection period calculated as median of differences between 
chronologically ordered daily max. temperatures. [-0.5 – 2 °C] 

21 values 

Humidity trend 
(HTrend) 

Continuous/Z-scored 
Trend towards moister (positive) or drier (negative) days within a 
single collection period calculated as median of differences between 
chronologically ordered daily max. humidity. [-5.1 – +1.4 % ] 

21 values 

Hottest day 
(HottestDay) 

Continuous/Z-scored 
Day with max. daily median temperature as proportion of total 
exposure days [0.18 – 1] 

21 values 

Moistest day 
(MoistestDay) 

Continuous/Z-scored 
Day with max. daily median humidity as proportion of total exposure 
days [0.13 – 1] 

21 values 

Exposure days (Days) Continuous/Z-scored 
Duration of single collection period in a roost in days (maximum 
possible days a dropping could have been exposed to the 
environment) [9 – 13] 

21 values 

Session (Sess) 
Factor/Reference 

June 
June/August (before and after offspring is born) 2 levels 

Hottest info (HottestInfo) Continuous/Z-scored 

Product of (i) the median similarity of median temperature of all 
other days to the one “HottestDay” as proportion (1 meaning 
identical), and (ii) proportion of directional order of median daily 
temperature of similar days as proportion of deviation of ideal 
sorting order (warmer to colder or vice versa). [0.0125 -0.214] 

21 values 

Random 
effects 

Roost (Roost) Factor 
Different maternity roosts (totally sampled 21 times from 2015 to 
2019) 

8 levels 

Year (Year) Factor 2015-2019 5 levels 

PCR plate (PCRPlate) Factor Each PCR plate with 384 wells  30 levels 

Extraction plate (ExtrPlate) Factor 
Each plate with 96 wells (each well contains extracted DNA of one 
dropping) 

44 levels 

Roost visit sample block 
(RVLabUnit) 

Factor 
Groups of droppings of the same roost visit origin ending up on the 
same extraction and/or PCR plates (accounting for blocked sample 
distribution on PCR and extraction plates). 

49 levels 

Zero-
inflation 
effects 

Min. humidity (HMin) Continuous/Z-scored 
Minimum relative humidity 
[29.3 – 100 %] 

21 values 

Min. temperature (TMin) Continuous/Z-scored 
Minimum temperature  

[11.0 – 23.0 °C ] 

21 values 

Absolute humidity trend 
(AbsHTrend) 

Continuous/Z-scored 

Measure of absolute variability in max. humidity between days 
calculated as median of absolute chronological differences of daily 
maximum humidity 
[0 – 10.9 %] 

21 values 

Absoulte temperature trend 
(AbsTTrend) 

Continuous/Z-scored 

Measure of absolute variability in max. temperature between days 
calculated as median of absolute chronological differences of daily 
maximum humidity  
[0 – 2 %] 

21 values 

Dispersion 
effects 

AbsTTrend, HMax Continuous/Z-scored 
Variables already explained in previous rows 21 values 
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RESULTS 
The two auxiliary models investigating the positive effect of “HottestDay” resulted in low AICc with a ∆AICc of 6.1 for 
the “HottestInfo” and 4.4 for the “Drying Effect” model compared to the lowest AICc of the 19 top models in step 4 
fit on the same data. Both fulfilled almost all model assumptions (Figures Supp_17 1-5, Supp_18 1-5). The 
“HottestInfo” model however showed weak signs of outliers. 
In the “Hottest Info” model the interaction of interest “HottestDay:HottestInfo” was insignificant after Holm-
Bonferroni correction for multiple testing but showed a positive tendency (Figures Supp_17 6C, Supp_17 7), 
meaning the positive effect of “HottestDay” was stronger with more information content (Figure Supp_16 1 B,D), 
steeper slope) and very weak inexistent with little information content (Figure Supp_16 1 A,C, weak slope). This 
effect was stronger with higher temperatures (Figure Supp_16 1, steeper red lines) and more pronounced when days 
during exposure tended to become more humid towards the end (Figure Supp_16 1 C,D, more clearly separated 
confidence intervals). 

In the “Drying Effect model”, where we investigated whether the positive effect of “HottestDay” was only present 
when it was also humid towards the end of the exposure duration and temperature were also high, the interaction 
of interest “HottestDay:TMax:HTrend” was strongly positive and still significant after Holm-Bonferoni correction for 
multiple testing (Figures Supp_18 6C, Supp_18 7). Late hot “HottestDay” (32.1 °C) resulted in a higher QI when days 
tended to get more humid at the same time during the exposure duration (Figure Supp_16 2 B,D, red line). Cold late 
“HottestDay” (12.6 °C) led to lower QI instead under the same humidity conditions (Figure Supp_16 2 B,D, orange 

Figure Supp_16 1 Predicted marginal fixed effects (solid lines) on QI using ggpredict() from the “ggeffects” on the two 

way interaction (“HottestDay:HottestInfo”) visualizing the positive effect of “HottestInfo” on “HottestDay” on QI. 95 % 

confidence intervals are indicated by the lighter shape. QI is expressed in percent on the y-axis. Plots are additionally 

separated by “TMax” observed in the model building data exploring lowest (orange) and highest (red) ”TMax” 

observed in RVs. Additionally the predictor “HTrend” separates differences between RVs with trends towards drier 

(A,B) or more humid (C,D) days during the course of the exposure duration “Days” within a RV.  

A B 

C D 
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line) . The pattern was reversed when days tended to be dryer over the course of the exposure duration with hot 
late “HottestDay” reducing QI while cold late “HottestDay” resulted in higher QI (Figure Supp_16 2 A,B, orange line). 

Lastly, we detected a significant separation (two-sided pairwise t-test, p=0.0084) of hottest and moistest hour on 
“HottestDay” by 4.6 hours with the median moistest hour in the morning at 09:00 followed by the hottest hour in 
the afternoon at 15:00 (Figure Supp_19 3).  

DISCUSSION 
The auxiliary “HottestInfo” model demonstrated that the positive effect of “HottestDay” was not an artefact of its 
calculation when information content of the selection of one single “HottestDay” was low, and must be truly positive 
despite the negative effect of high temperature itself (“TMax” in Figure 2 and 3 of the publication). 
The “Drying Effect” model revealed that the positive effect of “HottestDay” was only present if days also tended to 
be more humid towards the end, but negative if trends led to drier days.  
However, this is counterintuitive since simultaneously hot and humid conditions should degrade eDNA more strongly 
(Vili et al., 2013; Walker et al., 2019). Especially because those conditions happen later during the exposure duration, 
meaning most of the droppings are deposited and experiencing such conditions, the effect on QI per RV should be 
even stronger and negative (Figure Supp_16 3). 

This contradiction originates from the temporal resolution of days instead of hours. On “HottestDay” the hottest and 
moistest hours are not simultaneous in a RV, they are separated with the median moistest hour in the morning at 
09:00 followed by the hottest hour in the afternoon at 15:00. This separation also partially explains, why we did not 

Figure Supp_16 2 Predicted marginal fixed effects (solid lines) on QI using ggpredict() from the “ggeffects” on the 
three way interaction (“HottestDay:TMax:HTrend”) visualizing the positive effect of “HottestDay” on QI when RVs 
reached high temperatures and tended to get humid towards the end. 95 % confidence intervals are indicated by the 
lighter shapes. The interactions within a plot are separated by minimum (orange) and maximum (red) observed 
“TMax”. Additionally the predictor “HTrend” separates differences between RVs with trends towards drier (A,B) or 
more humid (C,D) days during the course of the exposure duration “Days” within a RV. 

A B 

C D 
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capture a strong signal of the interaction effect “HMax:TMax” (Figure 2 and Figure 3 in the publication). However, 

the few RVs were moistest and hottest hour occurred simultaneous or happened after the hottest hour were rather 
stable roosts regarding humidity and temperature and therefore the selection of two hours from many very similar 
hours had a rather low information content (Figure Supp_16 3, Supp_19, e.g., Thu37/2018/2 vs. Thu36/2017/2). 

The positive effect of “HottestDay” is also especially strong when such days occur later, since most droppings will be 
already deposited (Figure Supp_16 4), are hot and cooccur with more humid days towards the end (Figure Supp_16 
2, B,D). If the observed positive effect of “HottestDay” would be solely due to the increasing proportional effect of 
late bad conditions like high “TMax” the effect of late hot “HottestDay” should be negative and not positive instead. 
Therefore, the positive effect of late hot “Hottestday” must capture mostly an effect acting on single droppings 
instead on the entirety of a higher proportion of droppings within a RV being affected by bad conditions if they 

happen later (Figure Supp_16 4).  

Figure Supp_16 3 Temporal separation of hottest hour and moistest hour on the hottest day (day with max median 

temperature) per roost-visit (RV) labeled in the format “Roost”/”Year”/”Sess”. The circle size indicates the range of 

temperatures measured on the hottest day and reflect daily stability in temperature. The range of relative humidity 

measured on the hottest day is visible on the y-axis and reflects daily stability in humidity. Fill color indicates 

temperature of hottest hour and border colour indicates the relative humidity of the moistest hour. It shows that 

RVs with hot hottest hours and larger variability in daily temperature experience the moistest hour of the day 

before the hottest hour by more than 4 hours. The few cases where the hottest hour occurred before or 

simultaneous to the moistest hour on the hottest day were only observed in RVs with high daily temperature 

stability and rather low temperatures and therefore less information content similar to the explanation of 

“HottestInfo”. 
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Based on the findings of our two auxiliary models, the temporal separation of moistest hour and hottest hour on the 
hottest day and the logical conclusion of capturing mostly an effect acting on single droppings we strongly support 
that the positive effect of “HottestDay” is mostly based on a drying effect. Moist droppings from previous humid 
days and/or mornings dry on hot afternoons. When days tend to become drier towards the end of the exposure 
duration and temperatures are high this effect turns negative since droppings are already dry and will instead suffer 
from the negative effects of high temperatures on eoDNA (Figure Supp_16 2 A,C red lines). On the other hand, if 
days tend to become more humid towards the end and late “HottestDay” are rather cool they will not be enough to 
dry the humid droppings leading to a negative effect on eoDNA (Figure Supp_16 2 B,D, orange lines). 
While we assume evenly distributed dropping deposition over the whole exposure duration “Days” of a RV (Figure 
Supp_16 4), the real deposit distribution might be less even. Bad weather conditions (e.g., rain, wind) could lead to 
lower food availability or hunting success and energy saving responses like torpor could lead to a un uneven 
deposition of droppings through the days. To disentangle the drying effect from the proportional deposit effect 
(Figure Supp_16 4), final causality needs to be assessed under varying succession of high and low temperature and 
humidity exposure over multiple days with fresh droppings of the same age (not older than a day) directly in roosts 
or in experimental setups like climate chambers. 

The discovered drying effect was also proposed in non-invasive DNA in bear hair by Sawaya et al. (2015), where 
moist samples dried faster in direct sunlight opposed to shaded ones and therefore improved eDNA quality. 
Mechanistically such drying should be beneficial, as it removes the water required for activity of free DNases 
(Regnaut et al., 2005) and is also the reason why removal of water when collecting and storing eoDNA is so 
important (e.g. silica gel, freeze-drying, oven-drying, ethanol). 

Our findings indicate for our system and supposedly for many other terrestrial temperate systems that one can 
expect higher eoDNA quality due to the drying capacities of late hot days if samples were previously humid and 
ending in hot days compared to sampling sessions where they do not. In a broader sense, we demonstrate the 
importance of temporal succession and interactions of environmental factors to quantify and predict environmental 

degradation of eoDNA.

Figure Supp_16 4 Hypothesized role of 
uncertainty of exact dropping deposit 
timing within a roost-visit (RV) on real 
data captured by our environmental 
predictors. If we assume even 
distributed deposit of droppings across 
time this means only 3/8 or 37.5% of all 
droppings actually experienced the 
moistest day of “HMax” on day three 
(August 19) whereas all droppings 
experienced the hottest day with 
“TMax” since it happened on the last 
day of the collection period (day 8, 

August 24). 
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Supp_17 Information about the “HottestInfo” model 
Model diagnostics and information for the auxiliary model investigating information content influence on “HottestDay” (see Supp_16) created with the mdiag() function 

included in the version controlled R-Project. Not all information from the 29-page pdf report is shown but can easily be created by running the available R-Script. Graphs 

were slightly altered from the pdf output to ensure consistent naming with the publication and facilitate reading. Rerunning the R code on a different machine, the 

DHARMa based diagnostics might look different and its values might slightly differ because it is a simulation approach. However, after running it once all other reruns on 

the same machine should look the same since the random state is saved. 

 

 

  

  Model Overview 
name: HottestDay_Info_model 

family: betabinomial 

link: logit 

response variable form: matrix 

sample size: 2309 

N (sample size) / k (terms) : 209.9 

formula: QIPerdropping ~ HottestDay * HottestInfo 

+ MoistestDay + HTrend * MoistestInfo + HMax + TMax 

+ Days + Sess + (1 | Roost) + (1 | Year/PCRPlate/ExtrPlate/RVLabUnit) 

ziformula: ~AbsHTrend + AbsTTrend + HMin + TMin

 dispformula: ~AbsTTrend + HMax 
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Figure Supp_17 1 Model diagnostics based on simulated residuals using the “DHARMa” package of the initial binomial global model test based on 10 000 simulations. 

A) Dispersion test showing no significant overdispersion with the observed (red line) variance being 1.05 times stronger than the mean simulated variance (black lines). 

B) Zero-inflation test shows no significant zero-inflation with 1.11 more observed zeroes (red line) than the mean number of the simulated zeroes (black lines). C) 

Outlier test based on 100 bootstrap replicates shows no significant outliers (red bars and line). D) Quantile-Quantile plot of observed and expected residuals shows 

weak significant deviation of uniform distribution (red line). 

A B 

C D 
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A B 

C 

Figure Supp_17 2 Model diagnostics based on simulated residuals using the “DHARMa” package of the initial binomial global model test based on 10 000 simulations. 

A) Testing excess/deficits of QI = 1. Since QI was expressed in matrix form (success/(total number of loci) A QI of 1 means in Matrix form 27/27. We detected no 

significant excess/deficit with 0.90 times the number of ones observed compared to the mean number of ones from simulations.  

B) The same as A) but for only 24 since we had to remove locus RHC108 in 2018 because of a marker problem (see main text). It shows no significant excess/deficit of 

ones with 0.95 times ones observed compared to the mean number of ones from simulations. 

C) Standardized simulated residuals on y-axis plotted against predicted response on x-axis to detect deviations from homoscedasticity. Single residuals are summarized 

as red solid quantile splines. Expected uniformity quantiles are shown as (red dashed lines. Simulation outliers are indicated by red asterisks. Deviations of quantile 

splines from uniformly distributed quantiles (red dotted lines) indicate signs of heteroscedasticity but only in the first two quantiles. 
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  Figure Supp_17 3 Correlations of input variables and multicollinearity. A) Pairwise correlation of all input variables (2309 values per variable) using «Hmisc» and 

«corrplot» package. Lower triangle indicates Spearman’s rank correlation; higher triangle indicates Pearson correlation. Lighter colour indicates weaker correlation 

darker colours stronger correlation. Reddish colours indicate negative correlation, blueish indicate positive correlations. Numbers indicate correlations. Correlations 

under 0.6 are regarded unproblematic in this study. Note that correlations with variables from the corrective model (AbsHTrend, AbsTTrend, HMin, TMin) are also 

calculated. Correlation containing those predictors were ignored since we weren`t interested in their estimates but only in modeling zeroes and dispersion to fulfill 

model assumptions. B) shows multicollinearity measured as variance inflation factor (VIF) using the “performance” package. All VIFs are under 5 and therefore fulfilling 

model assumptions. 
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Figure Supp_17 4 Temporal autocorrelation test using DHARMa package based on 10 000 simulations on and sampling timing with year/sess. No significant temporal 

autocorrelation was detected using the Durbin-Watson test p=0.91.  

We also performed a spatial autocorrelation test (Moran’s test for distance-based autocorrelation) with those residuals and could not detect significant spatial 

autocorrelation (p=0.14). The graph with coordinates is not shown because lesser horseshoe bat (Rhinolophus hipposideros) is an endangered and protected species in 

Germany and roosts location cannot be disclosed. 
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Figure Supp_17 5 Normality of Random Effects using the “performance” and “See” package. No strong deviation was detected. 
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Figure Supp_17 6 Model fit and estimates. A) Different information criteria and model fit statistics of the fitted model. From top to bottom: Akaike information 

criterion for small sample size (AICc) and normal sample size (AIC), Bayesian information criterion (BIC),  log-likelihood (logLik), "absolute unconditional" deviance 

(deviance=-2*logLik) and residual degrees-of-freedom (df.resid). B) Variance (Variance) and standard deviation (Std.Dev) as well as the lower (2.5%) and upper (97.5%) 

limit of the 95% confidence interval for the random effects and corrective model (where possible). C) Fixed effect estimates from left to right:  95% odds Ratio 

confidence interval (OR) lower (OR 2.5%) and upper (OR 97.5%) limit as well as the odds ratio (OR Estimate). 95% estimate confidence intervals (2.5 %, 97.5%) together 

with the model estimates (Estimate) and their standard errors (Std. Error), z values and p values (Pr(>|z|)) as well as holm corrected p values (holm). The last four 

columns report p values, estimates and lower and upper 95% confidence interval after corrections for simultaneous multiple hypothesis testing using the “multcomp” 

package and the “glht” function. 
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Figure Supp_17 7 Graphical representation of model estimates (coloured dots) with corresponding value above using the “sjPlot” package. Horizontal lines mark the 95 

% confidence intervals. Significance after Holm-Bonferroni corrections are indicated by asterisks. *<0.05, **<0.01, *** <0.001. The corrective model estimates are also 

included (dispersion, zero_inflated) but might not be reliable since we detected pairwise correlation above 0.6 in them (Figure Supp_12 3A). Since the goal of the 

corrective model was to correct model assumption violations by correctly model zeroes and dispersion, the interpretation of the corrective model estimates is 

therefore neglected in the study. 
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Figure Supp_17 8 Predicted marginal fixed effects (solid lines) on QI using ggpredict() from the “ggeffects”. 95 % confidence intervals are indicated by the lighter shape. 

Red indicates negative, blue positive effects. X-axis represent the observed unstandardized predictors. “QIPerdropping” is equal to QI used in the publication and just 

emphasizes that QI was calculated over the whole sample (across 3 replicates with 9 loci each totaling in 27 loci). For continuous interaction terms the minimum and 

maximum observed values were used for plotting (e.g.: HMax:TMax, bottom right). 
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  Model Overview 
name: drying_effect_model 

family: betabinomial 

link: logit 

response variable form: matrix 

sample size: 2309 

N (sample size) / k (terms) : 256.6 

formula: QIPerdropping ~ HottestDay * TMax * HTrend 

+ HMax + Sess + (1 | Roost) + (1 | Year/PCRPlate/ExtrPlate/RVLabUnit) 

ziformula: ~AbsHTrend + AbsTTrend + HMin + TMin 

dispformula: ~AbsTTrend + HMax 

Supp_18 Information about the “Drying effect” model 
Model diagnostics and information for the auxiliary model investigating whether the positive effect of “HottestDay” was only positive if it was also humid and the hottest 

day was also hot (see Supp_16) created with the mdiag() function included in the version controlled R-Project. Not all information from the 29-page pdf report is shown but 

can easily be created by running the available R-Script. Graphs were slightly altered from the pdf output to ensure consistent naming with the publication and facilitate 

reading. Rerunning the R code on a different machine, the DHARMa based diagnostics might look different and its values might slightly differ because it is a simulation 

approach. However, after running it once all other reruns on the same machine should look the same since the random state is saved. 
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Figure Supp_18 1 Model diagnostics based on simulated residuals using the “DHARMa” package based on 10 000 simulations. A) Dispersion test showing no significant 

overdispersion with the observed (red line) variance being 1.06 times stronger than the mean simulated variance (black lines). B) Zero-inflation test shows no 

significant zero-inflation with the number of observed zeroes (red line) is 1.09 higher than the mean of the simulated zeroes (black lines). C) Outlier test based on 100 

bootstrap replicates shows no significant outliers (red bars and line). D) Quantile-Quantile plot of observed and expected residuals shows significant but weak 

deviation of uniform distribution (red line). 
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A B 

Figure Supp_18 2 Model diagnostics based on simulated residuals using the “DHARMa” package based on 10 000 simulations. A) Testing excess/deficits of QI = 1. Since 

QI was expressed in matrix form (success/(total number of loci) A QI of 1 means in Matrix form 27/27. We detected no significant excess/deficit with 0.88 times the 

number of ones observed compared to the mean number of ones from simulations (black bars).  

B) The same as A) but for only 24 since we had to remove locus RHC108 in 2018 because of a marker problem (see main text). It shows no significant excess/deficit of 

ones with 0.95 times ones observed compared to the mean number of ones from simulations. 

C) Standardized simulated residuals  on y-axis plotted against predicted response on x-axis to detect deviations from homoscedasticity. Single residuals are summarized 

as red solid quantile splines. Expected uniformity quantiles are shown as red dashed lines. Simulation outliers are indicated by red asterisks. Deviations of quantile 

splines from uniformly distributed quantiles (red dotted lines) indicate weak heteroscedasticity. 

 

C 
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Figure Supp_18 3 Correlations of input variables and multicollinearity. A) Pairwise correlation of all input variables (2309 values per variable) using «Hmisc» and 

“corrplot” package. Lower triangle indicates Spearman’s rank correlation; higher triangle indicates Pearson correlation. Lighter colour indicates weaker correlation 

darker colours stronger correlation. Reddish colours indicate negative correlation, blueish indicate positive correlations. Numbers indicate correlations. Correlations 

under 0.6 are regarded unproblematic in this study. Note that correlations with variables from the corrective model (AbsHTrend, AbsTTrend, HMin, TMin) are also 

calculated. Correlation containing those predictors were ignored since we weren`t interested in their estimates but only in modeling zeroes and dispersion to fulfill 

model assumptions. B) shows multicollinearity measured as variance inflation factor (VIF) using the “performance” package. All VIFs are under 5 and therefore fulfilling 

model assumptions. 

 

A B 

Sp
e

a
rm

an
 



p. 78 / 111 
 

 

  

Figure Supp_18 4 Temporal autocorrelation test using DHARMa package based on 10 000 simulations on and sampling timing with year/sess. No significant temporal 

autocorrelation was detected using the Durbin-Watson test p=0.58.  

We also performed a spatial autocorrelation test (Moran’s test for distance-based autocorrelation) with those residuals and could not detect significant spatial 

autocorrelation (p=0.43). The graph with coordinates is not shown because lesser horseshoe bat (Rhinolophus hipposideros) is an endangered and protected species in 

Germany and roosts location cannot be disclosed. 
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Figure Supp_18 5 Normality of Random Effects using the “performance” and “See” package. No strong deviation was detected. 
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Figure Supp_18 6 Model fit and estimates. A) Different information criteria and model fit statistics of the fitted model. From top to bottom: Akaike information 

criterion for small sample size (AICc) and normal sample size (AIC), Bayesian information criterion (BIC), log-likelihood (logLik), "absolute unconditional" deviance 

(deviance=-2*logLik) and residual degrees-of-freedom (df.resid). B) Variance (Variance) and standard deviation (Std.Dev) as well as the lower (2.5%) and upper (97.5%) 

limit of the 95% confidence interval for the random effects and corrective model (where possible). C) Fixed effect estimates from left to right:  95% odds Ratio 

confidence interval (OR) lower (OR 2.5%) and upper (OR 97.5%) limit as well as the odds ratio (OR Estimate). 95% estimate confidence intervals (2.5 %, 97.5%) together 

with the model estimates (Estimate) and their standard errors (Std. Error), z values and p values (Pr(>|z|)) as well as holm corrected p values (holm). The last four 

columns report p values, estimates and lower and upper 95% confidence interval after corrections for simultaneous multiple hypothesis testing using the “multcomp” 

package and the “glht” function. 

 
A B 

C 

AICtab 

AICc 

AIC 

9926.72 

9926.24 

BIC 10058.36 

logLik −4940.12 

deviance 

df.resid 

9880.24 

2286 

OR 2.5 % 

3.136469 

1.493938 

0.321825 

0.262564 

0.250992 

1.750011 

1.214343 

0.353258 

0.57477 

OR 97.5 % 

5.438083 

3.185851 

0.704193 

0.544511 

0.554884 

3.531777 

8.776601 

1.990967 

2.254569 

404.822948 

OR Estimate 

4.129937 

2.181619 

0.476054 

0.378112 

0.373191 

2.486091 

3.264629 

0.838645 

1.138358 

35.788968 

2.5 % 97.5 % 

1.693427 

1.158719 

−0.350703 

−0.607867 

−0.588996 

1.261801 

2.172089 

0.68862 

Estimate 

1.418262 

0.780067 

−0.742225 

−0.972564 

−0.985666 

0.910712 

1.183146 

−0.175968 

0.129587 

3.57764 

Std. Error 

0.140393 

0.193193 

0.19976 

z value 

10.102111 

4.037757 

−3.715586 

−5.226783 

−4.870226 

5.084066 

2.34485 

Pr(>|z|) 

0 

holm 

0 

p_glht 

0 

ghlt Estimate 

1.418262 

0.780067 

−0.742225 

−0.972564 

−0.985666 

0.910712 

1.183146 

−0.175968 

0.129587 

3.57764 

ghlt lwr 

1.03223 

ghlt upr 

1.804294 

1.311283 

−0.192954 

−0.460927 

−0.429174 

1.403259 

2.570546 

1.036973 

1.088298 

6.980838 

cond.(Intercept) 

cond.HottestDay 

1.143098 

0.401416 

−1.133747 

−1.337261 

−1.382335 

0.559622 

0.194203 

−1.040556 

−0.553786 

1.15183 

5.4e−05 

0.000203 

0 

0.000324 

0.001014 

2e−06 

8e−06 

3e−06 

0.057104 

1 

6e−04 0.248852 

−1.291496 

−1.484201 

−1.542158 

0.418164 

−0.204254 

−1.388909 

−0.829125 

0.174442 

cond.TMax 0.001882 

2e−06 cond.HTrend 0.186073 

0.202386 

0.179131 

0.504572 

0.441125 

0.348666 

1.237681 

cond.HMax 1e−06 

0 

9e−06 

cond.Sess2 3e−06 

cond.HottestDay:TMax 

cond.HottestDay:HTrend 

cond.TMax:HTrend 

cond.HottestDay:TMax:HTrend 

0.019035 

0.689961 

0.710143 

0.003845 

0.142135 

0.999917 

0.999956 

0.032917 

−0.398908 

0.371664 

2.890599 

0.812959 

6.00345 

1 

3.163976 0.01538 



p. 81 / 111 
 

 

  

Figure Supp_18 7 Graphical representation of model estimates (coloured dots) with corresponding value above using the “sjPlot” package. Horizontal lines mark the 95 

% confidence intervals. Significance after Holm-Bonferroni corrections are indicated by asterisks. *<0.05, **<0.01, *** <0.001. The corrective model estimates are also 

included (dispersion, zero_inflated) but might not be reliable since we detected pairwise correlation above 0.6 in them (Figure Supp_13 3A). Since the goal of the 

corrective model was to correct model assumption violations by correctly model zeroes and dispersion, the interpretation of the corrective model estimates is 

therefore neglected in the study. 
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Figure Supp_18 8 Predicted marginal fixed effects (solid lines) on QI using ggpredict() from the “ggeffects”. 95 % confidence intervals are indicated by the lighter shape. 

Red indicates negative, blue positive effects. X-axis represent the observed unstandardized predictors. “QIPerdropping” is equal to QI used in the publication and just 

emphasizes that QI was calculated over the whole sample (across 3 replicates with 9 loci each totaling in 27 loci). For continuous interaction terms the minimum and 

maximum observed values were used for plotting (e.g.: HMax:TMax, bottom right). 
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Supp_19 Temporal separation of hottest and moistest hours on hottest day 
 

  

Figure Supp_19 1 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 2 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 3 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 4 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 5 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 6 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 7 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 8 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 9 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 10 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 11 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 12 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 13 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 14 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 15 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 16 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 17 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 18 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 19 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 20 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Figure Supp_19 21 Daily relative humidity (blue) and temperature (red) measured by the iButton loggers in the roosts for the model building data in all 21 roost-visits 

(RVs) labeled on top in the format “Roost”/”Year”/”Sess”.  Within a RV all daily plots share the same y-axis to facilitate comparison of temperature and humidity 

between multiple days. The “HottestDay” is marked with an orange border and the “MoistestDay” is marked with a dark blue border. Dates are formatted in the 

format year-month-day. Note that the date when newspaper was deployed to collect fresh dropping and the date of dropping collection was always removed from the 

logging data because exact deployment time of the loggers were not always recorded meaning that the plots are one day short of actual exposure duration (“Days”). 
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Supp_20 Information about the PCR success rate model 
Model diagnostics and information for the PCR success rate model investigating the effect of PCR success rate on QI created with the mdiag() function included in the 

version controlled R-Project. Not all information from the 15-page pdf report is shown but can easily be created by running the available R-Script. Graphs were slightly 

altered from the pdf output to ensure consistent naming with the publication and facilitate reading. Rerunning the R code on a different machine, the DHARMa based 

diagnostics might look different and its values might slightly differ because it is a simulation approach. However, after running it once all other reruns on the same machine 

should look the same since the random state is saved. To account for detected zero-inflation and overdispersion in the initial binomal model we modelled zeroes and 

dispersion as part of QI since PCR success rate is tightly linked to QI. We also addressed some heteroscedasticity by accounting for the lab effects of every year since they 

certainly influenced PCR success rate since samples were processed every year and the environmental conditions for the system changed every year too. This model 

contains all samples from model building data and test data combined. However regardless of these adjustments the QI had a highly significant positive effect on PCR 

success rate in each model and the marginal predicted effects were very similar. 

  

Model overview 
name: mod_PCRvsQIbetdisp 

family: betabinomial 

link: logit 

response variable form: matrix 

sample size: 2616 

N (sample size) / k (terms) : 2616 

formula: PCR_SuccR ~ QI_without_RHC108 + (1 | Year) 

ziformula: ~QI_without_RHC108 

dispformula: ~QI_without_RHC108 
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Figure Supp_20 1 Model diagnostics based on simulated residuals using the “DHARMa” package of the final global model based on 10 000 simulations. A) Dispersion 

test shows no significant deviation with the observed (red line) variance being 0.90 times weaker than the mean simulated variance (black lines). B) Zero-inflation test 

shows that the number of observed zeroes (red line) is not significantly different with 1.27 times more observed zeroes than mean simulated zeroes (black lines). C) 

Outlier test based on 100 bootstrap replicates shows no significant outliers (red bars and line). D) Quantile-Quantile plot of observed and expected residuals shows 

significant but weak deviation of uniform distribution (red line). 
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Figure Supp_20 2 Model diagnostics based on simulated residuals using the “DHARMa” package of the initial binomial global model test based on 10 000 simulations. 

A) Testing excess/deficits of PCR success rate = 1. Since PCR success rate was expressed in matrix form (success/(total number of loci) a PCR success rate of 1 means in 

Matrix form 27/27. We did not detect a significant deviation of observed (red line) vs. simulated ones (black lines) with 1.05 times the number of observed ones 

compared to the mean simulated number of ones (black bars). B) Shows the same as A) but for only 24 since we had to remove locus RHC108 in 2018 because of a 

marker problem showing non-significant excess/deficit of ones with 1.03 times more  observed ones the mean simulated ones. C) Standardized simulated residuals on 

y-axis plotted against predicted response on x-axis to detect deviations from homoscedasticity. Single residuals are summarized as red solid quantile splines. Expected 

uniformity quantiles are shown as red dashed lines. Simulation outliers are indicated by red asterisks. Deviations of quantile splines from uniformly distributed 

quantiles (red dotted lines) indicate signs of heteroscedasticity in all quantiles. 
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Figure Supp_20 3 Visual check of normality of residuals for random effects using the “performance” and “See” package. No strong deviation was detected. 
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Figure Supp_20 4 Model fit and estimates. A) Different information criteria and model fit statistics of the fitted model. From top to bottom: Akaike information 

criterion for small sample size (AICc) and normal sample size (AIC), Bayesian information criterion (BIC), log-likelihood (logLik), "absolute unconditional" deviance 

(deviance=-2*logLik) and residual degrees-of-freedom (df.resid). B) Variance (Variance) and standard deviation (Std.Dev) as well as the lower (2.5%) and upper (97.5%) 

limit of the 95% confidence interval for the random effects and corrective model (where possible). C) Fixed effect estimates from left to right:  95% odds Ratio 

confidence interval (OR) lower (OR 2.5%) and upper (OR 97.5%) limit as well as the odds ratio (OR Estimate). 95% estimate confidence intervals (2.5 %, 97.5%) together 

with the model estimates (Estimate) and their standard errors (Std. Error), z values and p values (Pr(>|z|)) as well as holm corrected p values (holm). The last four 

columns report p values, estimates and lower and upper 95% confidence interval after corrections for simultaneous multiple hypothesis testing using the “multcomp” 

package and the “glht” function. 
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Figure Supp_20 5 Graphical representation of model estimates (coloured dots) with corresponding value above using the “sjPlot” package. Horizontal lines mark the 95 

% confidence intervals. Significance after Holm-Bonferroni corrections are indicated by asterisks. *<0.05, **<0.01, *** <0.001. Note the strong positive effect of QI on 

PCR success rate in the conditional model. Dispersion and zero-inflation model terms did not have a significant effect but helped to model dispersion and zeroes. 
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Figure Supp_20 6 Predicted marginal fixed effects (solid lines) on PCR success rate ("PCR_SuccR” ) using ggpredict() from the “ggeffects”. 95 % confidence intervals are 

indicated by the lighter shape. Blue indicates a positive effect. “QI_without_RHC108” on the X-axis represents the observed unstandardized QI value per sample as 

used in the whole publication. “_without_RHC108” refers to the removal of locus RHC108 in 2018 from QI calculations due to marker issues of that year (see Supp_03). 

Note that with higher QI values the curve gets flatter indicating that the share of PCR success rate on QI values towards one decreases. This means on the other hand 

that the share of disagreement between loci contributing to QI is increasing with higher QI values. At the lower end of QI the curve is also flatter indicating that 

disagreement also plays a more important role here defining QI. Note the differences between the two extreme QI values one and zero. A QI of one is only possible 

with all loci amplified and agreeing while a QI of zero can range from complete amplification failure to complete disagreement between replicate loci. See also Figure 

Supp_11 1. QI is therefore superior to PCR success rate in measuring eoDNA quality and degradation since it additionally incorporates genotyping errors as 

disagreement between replicates and therefore increases resolution of eoDNA degradation. 
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