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Abstract: This paper addresses the lack of “push-button” software for optical marine imaging, which
currently limits the use of photogrammetric approaches by a wider community. It presents and
reviews an open source software, Matisse, for creating textured 3D models of complex underwater
scenes from video or still images. This software, developed for non-experts, enables routine and
efficient processing of underwater images into 3D models that facilitate the exploitation and analysis
of underwater imagery. When vehicle navigation data are available, Matisse allows for seamless
integration of such data to produce 3D reconstructions that are georeferenced and properly scaled.
The software includes pre-processing tools to extract images from videos and to make corrections
for color and uneven lighting. Four datasets of different 3D scenes are provided for demonstration.
They include both input images and navigation and associated 3D models generated with Matisse.
The datasets, captured under different survey geometries, lead to 3D models of different sizes and
demonstrate the capabilities of the software. The software suite also includes a 3D scene analysis tool,
3DMetrics, which can be used to visualize 3D scenes, incorporate elevation terrain models (e.g., from
high-resolution bathymetry data) and manage, extract, and export quantitative measurements for the
3D data analysis. Both software packages are publicly available.

Keywords: structure from motion; 3D reconstruction; underwater optical mapping

1. Introduction

Optical seafloor observations, typically acquired with ROV (remotely operated ve-
hicle), AUV (autonomous underwater vehicle), and deep-towed systems, are now rou-
tinely used in a wide range of studies and disciplines (biology, geology, archaeology,
engineering, industry, etc.). Seafloor optical imagery may be processed to generate both
2D photo-mosaics and 3D terrain models, facilitating quantitative studies of the underwa-
ter environment (e.g., measuring surfaces, sizes, and volumes, among others). Textured
3D models offer a global three-dimensional view of study sites that cannot be achieved
from video feedback during the dives or from other unprocessed imagery acquired by
underwater vehicles.

Hence, systematic optical seafloor mapping is now routinely conducted by both
ROVs and AUVs, to produce useful representations of the seafloor, either in the form of
georeferenced 2D mosaics or 3D reconstructions. These representations are crucial for a
better understanding of benthic processes, such as hydrothermal systems and seafloor
ecosystems in general [1–6]. They are also widely used for other applications, such as
ecology and habitat mapping [7–14] and underwater archaeology [15–19], among many
others. With existing algorithms (e.g., [20]), processing can provide an optical overview
of the sea floor, producing geo-localized and scaled mosaics of a limited extent. Further
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processing can generate maps and models of large areas of interest, which can be interpreted
subsequently by users (GIS tools, ™Matlab, or other specialized software).

The 2D mosaics show limitations and distortions owing to the three-dimensional
nature of submarine environments and study sites. Modeling of 3D submarine relief and
large study areas requires advanced image processing expertise and involves extensive
image post-processing. Specialized software is also needed to take into account the limi-
tations and characteristics of underwater imaging, including uneven illumination and a
possible lack of ambient light (e.g., in deep-sea environments), color-dependent attenuation,
and inaccurate vehicle navigation, among others. Available commercial–open-source 3D
reconstruction software is mostly geared towards terrestrial and sunlit scenes (e.g., aerial
drones), and requires a relatively high level of user expertise to achieve good results for
large scenes. Although there has been a considerable increase in the use of these tools [21],
they are generally ill-suited for submarine imagery, even when applied to shallow-water
environments [22].

Figure 1. Overview of the Matisse interface (see text for details).

This paper presents two open-source software tools designed to create and analyze
3D reconstruction models of underwater environments: Matisse and 3DMetrics. Matisse
is designed for non-expert users to easily generate fully-textured high-quality 3D models
from submarine optical imagery and associated navigation data (see Figure 1 for GUI
overview). Meanwhile, 3DMetrics provides a comprehensive set of tools for analyzing the
geometric properties of these models.

These software tools fill an important gap in the marine science community by provid-
ing a user-friendly solution for photogrammetry-based reconstruction of benthic structures
using optical marine imagery. They enable researchers to generate and analyze 3D models
with ease, facilitating more accurate and efficient analysis of underwater environments.

To showcase the utility of our processing tools, we present the results on four distinct
underwater datasets (see Table 1), including raw navigation and image data, as well as
the corresponding reconstructions created by Matisse. These datasets have been acquired
with state-of-the-art deep-sea vehicles used in the French Oceanographic Fleet1 and are
openly accessible to interested users for training on Matisse software, as well as for further
research and comparison purposes.
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Table 1. Summary of the information available on the datasets, CPU computation time, and computer information.

Dataset Litter Dump Fault Scarp Hydrothermal Vent Torpedo Boat Wreck

Cruise CARTOHROV-GEN SUBSAINTES MOMARSAT2015 CANHROV
Cruise DOI 10.17600/17005800

https://doi.org/10.17600/17005800
10.17600/17001000
https://doi.org/10.17600/17001000

10.17600/15000200
https://doi.org/10.17600/15000200

10.17600/16012300
https://doi.org/10.17600/16012300

Vehicle

HROV Ariane https://www.flotteoceanographiq
ue.fr/en/Facilities/Vessels-Deep-water-submers
ible-vehicles-and-Mobile-equipments/Deep-wat
er-submersible-vehicles/Ariane (accessed on
5 April 2023)

ROV Victor 6000 https://www.flotteoceanograph
ique.fr/en/Facilities/Vessels-Deep-water-subme
rsible-vehicles-and-Mobile-equipments/Deep-w
ater-submersible-vehicles/Victor-6000 (accessed
on 5 April 2023)

ROV Victor 6000 https://www.flotteoceanograph
ique.fr/en/Facilities/Vessels-Deep-water-subme
rsible-vehicles-and-Mobile-equipments/Deep-w
ater-submersible-vehicles/Victor-6000 (accessed
on 5 April 2023)

HROV Ariane https://www.flotteoceanographiq
ue.fr/en/Facilities/Vessels-Deep-water-submers
ible-vehicles-and-Mobile-equipments/Deep-wat
er-submersible-vehicles/Ariane (accessed on
5 April 2023)

Date November 2017 April 2017 April 2015 November 2016
Location Toulon Bay Caribbean Lucky Strike vent field Toulon Bay
Optics Still Nikon D5200 HD Video HD Video Still Nikon D5200
Imagery 303 jpegs mp4 (213 extracted jpegs) mp4 (4875 extracted jpegs) 442 jpegs
Proc. resolution 2Mpix 2Mpix 2Mpix 4Mpix
Navigation Yes Yes Yes Yes
Nav. file dim2 txt txt dim2
Open data DOI 10.17882/79024

https://doi.org/10.17882/79024
10.17882/79217
https://doi.org/10.17882/79217

10.17882/79218
https://doi.org/10.17882/79218

10.17882/79028
https://doi.org/10.17882/79028

Product available imagery, navigation, 3D model with
and without illumination correction

imagery, navigation, 3D model with
illumination correction

imagery, navigation, 3D model with
illumination correction

imagery, navigation, 3D model with
illumination correction

Hardware info and
processing time
Processor Core i7-8750-H Core i7-8750-H Xeon E5-2698 Core i7-8750-H
Ram (GB) 32 32 256 32
Find features and match 590 s 9850 s 322,957 s 25,109 s
Sparse reconstruction 181 s 1798 s 373,719 s 6662 s
Densification 981 s 1637 s 13,691 s 6728 s
Meshing 323 s 946 s 6772 s 1140 s
Texturing 525 s 533 s 24,312 s 5092 s
Total 43 m 4 h 6 m 8 d 13 h 57 m 12 h 25 m

https://doi.org/10.17600/17005800
https://doi.org/10.17600/17001000
https://doi.org/10.17600/15000200
https://doi.org/10.17600/16012300
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Matisse and 3DMetrics are developed for both Linux and Windows operating systems,
are open-source, and publicly available on GitHub: https://github.com/IfremerUnderwater
(accessed on 5 April 2023).

2. Data Acquisition and Processing Workflow

Here, we present an overview of the proposed workflow from the acquisition to
visualization of 3D results, based on extensive past experience in seafloor mapping, and
integrated into Matisse software (see Figure 2). This workflow is hardware-independent
and is flexible to match available computational resources for 3D reconstruction, types of
imagery and datasets, as well as final applications.

Figure 2. Matisse 3D reconstruction pipeline. The processing steps, which are dependent on the data
to be processed, are detailed in the Matisse documentation (https://github.com/IfremerUnderwater
/Matisse/blob/master/Deploy/help/MatisseHelp_EN.pdf (accessed on 5 April 2023)).

https://github.com/IfremerUnderwater
https://github.com/IfremerUnderwater/Matisse/blob/master/Deploy/help/MatisseHelp_EN.pdf
https://github.com/IfremerUnderwater/Matisse/blob/master/Deploy/help/MatisseHelp_EN.pdf


J. Mar. Sci. Eng. 2023, 11, 985 5 of 18

2.1. Survey Strategy for Image Acquisition and Data Requirements

During underwater surveys, image acquisition plays a crucial role in the workflow
strategy to obtain 3D terrain reconstructions and texture mapping. This initial step can-
not be systematically replicated, due to changes in the imaging systems, environmental
conditions, illumination, geometry, the nature of surveyed objects, the type of vehicle and
navigation, etc. [23]. Differences between surveys, which impact the subsequent processing
workflow, are exacerbated in submarine environments when compared to sub-aerial im-
agery (i.e., acquired by drone). While structure-from-motion (SfM) [24,25] can be applied
to any optical source (photo or video) to obtain 3D optical reconstructions, particular care
is needed for submarine imagery [26].

The SfM reconstruction method is based on the triangulation of points from the
same scene captured from different viewpoints. In order for this to be effective images
for 3D reconstruction must overlap by at least 50% in the main survey direction and for
subsequent images. For robust reconstructions, points from a scene should be viewed from
three viewpoints or more, increasing image overlap to 75% or better. This can be achieved
by either repeated passes over the same area or surveying at low speeds (see Figure 3 for
different acquisition scenarios). These constraints weigh on the trade-off between video
and still imaging. While images extracted from videos can always fulfill overlap constraints,
video sensors are usually less light-sensitive and have lower resolution than still imaging
sensors. On the other hand, still images often lack optimal overlap, as strobe lights impose
a low frequency of acquisition (one image every few to tens of seconds). Despite this issue,
still images acquired during well-planned surveys, with significant overlap, often yield the
best 3D reconstruction results. This configuration is desirable but not widely used, and is
not a strict requirement for 3D reconstruction.

Figure 3. Classification of the main 3D survey patterns, depending on the terrain configurations,
with horizontal and vertical lawnmower tracks over (a) sub-horizontal or (b) sub-vertical stud-
ies. More complex sites (c) require dedicated survey trajectories, which also depend on vehicle
navigation constraints.

Three-dimensional (3D) reconstruction using a single optical system (i.e., a single
camera with no navigation) cannot reproduce the scene scale [24] or its absolute orientation
and position. Hence, resulting 3D models provide information on the relative size and
proportion of objects, without constraints on absolute sizes. Absolute scaling and proper
positioning rely on additional external data, and Matisse can include the vehicle or platform
navigation parameters in the processing pipeline (see Figure 2), producing a scaled, oriented
3D model positioned globally. Scale accuracy will depend on the navigation quality
associated with the imagery. Alternatively, in the absence of navigation data, the user
may establish model scaling a posteriori, based on known sizes of imaged objects within
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the 3D model, and using other tools that are able to manipulate 3D models (such as
CloudCompare2 or Meshlab3).

The quality and limitations of available navigation data are, thus, critical factors
impacting the accuracy of scaling, orientation, and the global positioning of resulting 3D
models. Underwater vehicles often acquire the required navigation information (heading,
roll, pitch, depth, latitude, and longitude), but navigation based on acoustic positioning,
such as USBL (ultra-short baseline), is inaccurate (≈0.1% of the water depth), and affected
by noise, in addition to other biases (e.g., survey-to-survey shift, poor calibration, etc.).
Acoustic navigation data may be integrated with data from other sensors, such as a bottom
lock using DVL (Doppler velocity logger) systems, or inertial navigation, which are more
accurate at short spatial scales but may drift over time. Different navigation data may be
merged to filter noise (USBL data) and correct drift (bottom lock and inertial data). For
example, surveys with no USBL data and relying on inertial navigation may yield globally
distorted or wrongly oriented 3D models. The different navigation data and associated
processing techniques are outside the scope of Matisse, and are dependent on the vehicles
used in imaging surveys and navigation processing carried out by users. Finally, without
vehicle navigation, the matching and alignment of images provide the camera navigation
relative to the model, but scaling has to be done using known sizes of objects in the scene.

2.2. Image Preprocessing

The 3D reconstruction workflow is always based on image analysis. Most underwater
surveys nowadays are video-based and, hence, image extraction is the first step when
working with these, a feature provided in Matisse. Extracted video images, or images
from still-camera surveys, are then fed to the subsequent workflow (Figure 2). The 3D
reconstruction may not be possible if videos or images include burnt-in text overlays (e.g.,
navigation time-stamps, etc.), which were common in legacy data from early surveys. To
facilitate legacy data processing, Matisse includes a tool that allows the user to inpaint [27]
input imagery to remove overlays, and it is also useful to eliminate ROV hardware within
the field of view of the camera (Figure 4).

Deep underwater optical imaging is subject to quality degradation and distortion.
Light attenuation is much more important underwater, compared to effects in the air, and
is highly wavelength dependent. This leads to color distortion, strongly attenuating the
red channel relative to the blue or green ones. Water also reflects light (backscattering),
even in the absence of suspended particles, adding an undesirable background color
(blue). These two effects can be corrected in Matisse by a histogram-based image saturation
applied channel-by-channel (i.e., histogram stretching). The saturation of low-intensity
values remove the background color, while saturation of high-intensity values corrects
for attenuation.

Additional image degradation can arise from non-uniform artificial lightning. This
depends on the light orientation and its projection onto the scene and may change during
a survey. Uneven illumination can be corrected with an illumination pattern calculated
using a temporal sliding median over subsequent images (usually three to five). To correct
illumination in both video frames or still images, Matisse inverts a paraboloid-shaped
model projected on a plane [28], a method that balances accuracy and calculation efficiency.
Figure 5 shows examples of these color and illumination corrections.
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Figure 4. Example of image inpainting. The original image (top) shows the text overlays in yellow,
which interfere with image processing and 3D reconstruction. In the processed image (bottom), the
text overlay in yellow has been removed but the image still has the same size.

Figure 5. Example of image correction techniques implemented in Matisse. The raw image (left) is
corrected for uneven illumination only (center) or for both illumination and color correction (right).

2.3. Computing 3D Textured Models

Once images have been pre-processed, the created image dataset can be fed into the
3D reconstruction pipeline, with or without navigation data. In the following, we will
describe the step-by-step processing of Matisse in accordance with the workflow depicted
in Figure 2.
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2.3.1. Image Feature Computation and Matching

The first step involves the identification of features (or characteristic points) in every
image. Different types of features are available in the libraries used by Matisse, including
SIFT (scale-invariant feature transform) features [29], which have proven their robustness
in underwater applications [30–32].

Once extracted, these 2D features have to be matched between the different images
in order to establish 2D–2D correspondences that will serve as the basis for the SfM
processing (see Section 2.1). This feature-matching step can be quite demanding in terms
of computation, depending on the number of images to process. Both CPU and GPU
implementations of SIFT are available and, thus, provide great flexibility with respect to
the users’ hardware while allowing GPU-equipped users to experience substantial speed
improvements. Matisse provides several strategies to perform the matching: exhaustive,
transect-based, and navigation-based.

The most basic, and computationally extensive, strategy is the exhaustive mode,
which applies brute-force matching where each image is compared to every other image.
To reduce the computation time, the transect- and navigation-based strategies can be used
instead. The transect-based strategy is meant for sequentially acquired images and allows
the user to define an overlap number N that will restrict the matching of a given image to
the N following ones. On the other side, the navigation-based method takes advantage
of navigation data, if available, in order to restrict the matching based on a user-defined
spatial distance: that is, only the images closer than a threshold in meters are selected as
matching candidates. This last strategy is the most advantageous one if navigation data are
available and reliable as it greatly reduces the computation and is more likely to produce
accurate matches for the SfM.

Using the identified matches and a camera model, Matisse simultaneously retrieves the
camera position and orientation (i.e., the camera pose) for all images, and the 3D positions
of matched points. The camera model comprises two components: a distortion model
with associated parameters, and intrinsic parameters consisting of the focal length and
principal point.

The best reconstruction results are achieved if intrinsic camera parameters, such as
focal length, are known, so that distortions induced by the lens and viewport can be
corrected geometrically. Matisse holds the camera parameters of a selection of deep-sea
research vehicles. The user can upload additional user-defined camera parameters, and
obtain these using the Matisse calibration tool. Matisse also handles imagery acquired with
an uncalibrated camera (i.e., with unknown intrinsic parameters), using the pinhole model
with radial distortion, which is a widely used camera model [24,33].

2.3.2. Sparse 3D Reconstruction

Many techniques have been proposed to solve the SfM problem [34–40]. Comparisons
of different state-of-the-art algorithms show that they lead to very similar results in terms
of accuracy (e.g., [41]). In Matisse, we use the openMVG framework [40], as it provides open-
source state-of-the-art algorithms that are frequently updated following developments
reported in the literature, and numerous parameters and tuning settings. One key feature of
underwater imaging is its capability to optionally include the vehicle (or camera) navigation
at an early stage in problem-solving, leading to the automatic scaling of the 3D model.

The result of this SfM step is the so-called sparse reconstruction. It includes only a
small fraction of the scene points that can be matched and triangulated (image subsample
with points that have been detected by the feature detection algorithm). This sparse
reconstruction may contain holes, primarily in poorly imaged areas of the scene. Figure 6
summarizes all the reconstruction steps, including sparse reconstruction of the torpedo
ship wreck scene (Section 4 and Table 1).
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Figure 6. Example of different Matisse outputs at different steps for the 3D reconstruction of the
torpedo shipwreck (fourth example of Section 4): sparse point cloud (top left), dense point cloud
(top right), dense mesh colored for depth (bottom left), and the final result with the textured mesh
(bottom right).

2.3.3. Densify 3D Reconstruction

Depending on the application, the available computing power, and the need for high
point density, a densification step can be applied to increase the number of reconstructed 3D
points. In such cases, camera positions from the sparse reconstruction are kept fixed and a
multi-view stereo technique is applied to estimate dense depth maps for each image [42–44].
Using the camera pose and calibration estimated by the SfM, these depth maps can be
projected to produce a highly dense 3D point cloud with finer geometric details than the
sparse 3D reconstruction obtained solely through the SfM.

2.3.4. Meshing and Texturing

For both the sparse and densified reconstructions, the output is a 3D point cloud with
camera positions. This point cloud is then meshed to recover a surface [45], and images are
projected onto the surface and blended to obtain the scene texture [46].
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In Matisse, densification and meshing are done using the openMVS library [47], pro-
viding both fast and close to state-of-the-art algorithms. The 3D texturing is performed
with mvs-texturing [46]. This algorithm handles large scenes that are often required in
underwater studies.

2.3.5. Resulting 3D Model

Matisse produces a scaled, oriented, and georeferenced model when navigation data are
provided. If navigation data are not available (and, hence, not included in the first processing
steps) the final scene requires manual scaling by the user a posteriori, using the known size
of a feature in the scene, or using a laser scaler when available [48]. The user will also need
to rotate and georeference the scene based on external information. The 3D textured model
obtained from either the sparse or the dense reconstruction is ready for scientific exploitation
in a standard .obj format with a geo-localization file (both in ascii and .kml formats).

One of the main interests of 3D textured models, in addition to reconstruction, is the
possibility to carry out quantitative studies. The accuracy of scaling is difficult to establish,
as it may change between surveys, and also vary within the same survey or reconstruction.
While the quality of image acquisition is critical (i.e., repeated surveying of the same
area, adequate distance to the scene, etc.), numerous other parameters may vary during
a single survey (type of camera, availability of its model parameters, navigation quality,
illumination conditions, etc.). Prior studies based on state-of-the-art deep-sea vehicles with
HD cameras demonstrated reconstructions that had an accuracy of ±1 cm or better [49–51].

3. 3DMetrics: Visualization and Interpretation/Analysis Software

To facilitate the scientific exploitation of the results, users need software that can
handle large 3D georeferenced models (including tools to interact with the scene), extract
quantitative information, and manage the observations while providing input and output
options. Based on experiences gained from numerous projects in different fields, we
developed 3DMetrics (see Figure 7) to accommodate some of the most common scientific
needs and requirements.

3DMetrics can import both 3D and terrain models derived from optical and acoustic
(multibeam bathymetry) surveys respectively. The 3DMetrics software is based on the open-
source library OSG4 and, hence, can open all formats supported by OSG. This includes the
frequently used .ply and .obj formats, georeferenced with an associated .kml file.

Near-seafloor optical surveys are often associated with other data (in particular,
seafloor bathymetry), which provide geological and regional contexts for higher-resolution
optical surveys, which are often restricted to smaller areas. Digital terrain grids in the
NetCdf file format (e.g., .grd), are common and supported by 3DMetrics. Once opened,
models can be manually shifted to finely co-register different datasets, as vertical and
horizontal shifts of data may be required due to scale and navigation differences among
datasets. This allows for the integration of different datasets, and their analyses at larger
spatial scales (acoustic data) than those of optical data (3D scene) alone. The 3DMetrics
software can upload several 3D models, with limitations on the number and size depending
on video card hardware. To facilitate visualization of datasets, particularly with several
3D scenes viewed simultaneously, 3DMetrics constructs multi-resolution models from the
original ones generated by Matisse. This feature reduces memory requirements during
visualization and allows efficient data upload and rendering.

Imported 3D models can be vertically projected to create both ortho-photos and
digital elevation models, exported as standard GeoTIFF files. In the released datasets, we
provide ortho-photos of each resulting 3D model. This option facilitates data analyses
and correlations with other 2D datasets, and the manipulation of results in other software
(e.g., GIS).

In addition to visualization, the user can perform measurements on the 3D models
for quantitative studies in two different modes. The ’quick measurement’ toolbar (area 2
in Figure 7) provides interactive measurements (line, surface, point measurements), with
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a screen display of values that are not saved. This feature is useful to explore models, to
obtain an overview of the size of the scene elements, or to pick the geographic coordinates of
interest points. The second mode, best suited for quantitative studies, creates measurement
layers (in area 5 in Figure 7), allowing the user to record, save, open, and modify data. As is
the standard for other types of 2D GIS software (e.g., ArcView, QGIS), the measurement layer
is customizable and includes user-defined attributes: line, area, point, text, and category.

Figure 7. Overview of the 3DMetrics interface. 1: Main menu, 2: Quick measurement toolbar,
3: Geographic coordinates label, 4: View tools, 5: Layer tree, 6: 3D view, 7: Attributes table.

The layer attribute values are stored and shown in the attribute table (area 7 in
Figure 7). The strength of 3DMetrics software is its ability to save the entire user workspace
in a variety of formats, including shapefiles, text, and custom formats. This feature allows
users to easily pick up where they left off in previous sessions by reopening their workspace
in the exact same state.

4. Examples and Datasets: Anthropogenic, Geological, and Biological Studies

Here, we present four datasets, which were processed with Matisse to generate 3D
reconstructions: a litter dump at the seafloor, a sub-vertical fault scarp, a hydrothermal
vent edifice, and a shipwreck (Table 1). The datasets were acquired with different vehicles
and camera types, and correspond to different survey patterns. The data are provided in
open-access (Table 1) and include input data (images or videos and navigation files) and
the 3D models generated by Matisse together with the corresponding ortho-photos GeoTIFF.
Table 1 provides details for each study area, including survey information, input data,
output models, CPU computation time, and computer information. The choice of examples
seeks to illustrate (a) different survey strategies and patterns adapted to the scene of interest,
(b) imagery of varying quality and with different illuminations, and (c) examples that are
relevant to different scientific disciplines (geology, archaeology, environmental studies, and
biology, among others). These datasets are suitable for training and testing the different
parameters and options of Matisse, and to allow non-expert users to further explore the
functionalities and parameters. All datasets were processed using color and illumination
correction, the 3D dense algorithm, the SIFT CPU implementation, and the exhaustive
matching strategy (i.e., brute-force matching). The first dataset was both processed with
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and without pre-processing to demonstrate how this correction impacts the result. The
hydrothermal vent dataset includes already pre-processed images.

4.1. Anthropogenic Seafloor Litter Dump

The first example corresponds to anthropogenic litter and debris off the French Mediter-
ranean coast (43.078° N; 6.458° E), at a water depth of ≈600 m, acquired during the technical
CARTOHROV-GEN cruise.

With Matisse, we generated two final dense 3D-textured models, with uncorrected
and corrected color and illumination, and an additional sparse model (see Table 1). The
corrected imagery greatly improves the quality of the resulting 3D terrain model, with a
rendering that facilitates its interpretation relative to the model derived from uncorrected
data. Figure 8 shows the orthophotomosaic, and a scene detail shows the difference between
using images that are uncorrected and corrected for illumination.

This dataset corresponds to a sub-horizontal scene and may be applicable to many
geological, biological, and environmental studies (e.g., distribution of seafloor ecosystems,
fluid outflow at hydrothermal vents and cold seeps, etc.). Numerous studies have investi-
gated seafloor litter from visual observations [52–54], and quantification is typically based
on the occurrence of objects along deep-sea vehicle tracks [55,56]. Proper quantitative
studies can only be achieved with 2D and 3D photomosaics, which provide a comprehen-
sive view of selected seafloor areas and where a proper quantification of the density of
objects can be established from extensive image surveys. These datasets are also suitable
for temporal studies that are not feasible with along-track imagery alone, owing to the
difficulty of precisely collocating individual ROV tracks acquired at different times. Instead,
repeated surveys of a given area ensure both the overlap of imaged areas, and the adequate
co-registration required for such quantitative studies. This approach has been successfully
applied to monitor temporal variations in cold seeps, active hydrothermal systems, or
impact studies [4,6,57], among other environments.

Figure 8. (a) Orthophotomosaic of a 3D scene of seafloor covered with litter, generated from images
corrected for color illumination. Oblique view of the scene without color correction in (b) and with
color correction in (c). The red triangle in (a) indicates the oblique view in (b,c).
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4.2. Fault Scarp and Associated Tectonic Markers

Our second example corresponds to a video sequence of a submarine fault outcrop
displaying markers of a past seismic event. This outcrop is located along the Roseau Fault,
between the Les Saintes and Dominica islands (Lesser Antilles), which ruptured during
the 2004 Les Saintes Earthquake. Data were acquired during the SUBSAINTES 2017 cruise,
using an HD video camera mounted on the Victor 6000 ROV. The 3D model revealed the
traces of this seismic event in the fault scarp, which were not readily identifiable in the
original video imagery [58].

Figure 9 shows the overall fault scarp, where the well-preserved fault plane is clearly
identifiable as a smooth, sub-vertical surface emerging from the seafloor. On the flanks
and above this plane, the irregular surface texture is the associated fault plane degradation.
A band at the base of the scarp mimics the geometry of the contact between the fault
plane and the present-day seafloor. This band is a freshly exposed, uneroded scarp that
recorded the recent 2004 earthquake [58]. These reconstructions allow for quantitative
studies (here, the earthquake-induced vertical fault displacement), based on measurements
over the 3D scene, and with a resolution of 1 cm or better. These observations may also be
critical to document temporal changes (future seismic slip events, as well as erosion and
sedimentation processes at the scene).

Figure 9. The 3D scene of a fault scarp, showing both an untextured (top) and textured view (bottom).
Inset in the bottom left is a video frame extraction of the area shown by the dashed box. The fault
plane is indicated by the colored transparency, for both the band recently exposed by the earthquake
(c), and the preserved fault plane previously exposed (f). The model also shows the eroded fault
scarp (e) and the sedimented seafloor at the base of the scarp (s).

4.3. Hydrothermal Vent Edifice

Our third example is a well-studied hydrothermal chimney, the Eiffel Tower, from
the Lucky Strike hydrothermal field along the Mid-Atlantic Ridge, acquired during Mo-
marsat2015 cruise. This massive sulfide edifice was built from the long-term precipitation
of polymetallic sulfides contained in high-temperature fluids (>300 °C) and rises 15–20 m
above the surrounding seafloor. Macrofaunal communities, dominated by dense mussel
beds of Bathymodiolus azoricus, and microbial mats colonize large areas of its walls.

The original video stream included burn-in text overlays. Prior to processing, we
extracted video frames and removed the text by inpainting (see Section 2.2 and Figure 4)
with Matisse. Without processing, these annotations may result in lower-quality models or
a failure of the processing. Inpainting is preferred to image cropping as it keeps most of
the information that was within the original image. It also ensures that the center of the
image before and after is not modified and, therefore, that the optical center of the image
stays close to the image center. Cropping is not recommended as it usually modifies the
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image and optical centers. The Eiffel Tower input dataset includes 4875 images from video
frame extractions, with a subset of images associated with navigation, and a subset without
navigation. The model extends ∼30 × 20 m horizontally and 20 m vertically, over a total
surface of 920 m2.

Ecosystems are often hosted in geometrically complex habitats, which can be linked
to a wide range of faunal and microbial communities. Moreover, 3D models are criti-
cal to understanding these habitats, communities, species distributions, and associated
environmental drivers. The resolution of this texture-mapped model (Figure 10) allows
for the identification of fauna assemblages and substrate types, which can be mapped to
understand community structures at small spatial scales [1,59]. Successive surveys and
resulting 3D models at adequate time scales provide a unique opportunity to study fine
temporal variations. The Eiffel Tower hydrothermal chimney, and its faunal and microbial
communities, were mapped in 2015 (this dataset) and 2016, with additional models ac-
quired in 2018 and 2020 being processed for temporal studies. Similar 3D temporal studies
have been conducted in other ecosystems [57,60]. Finally, the 3D model was also used
from year to year to relocate the ROV through the comparison with live video streams and
facilitate the installation of measurement equipment [61].

Figure 10. A 3D view of the Tour Eiffel scene (top left) and with the (bottom right) image-textured
view of the Tour Eiffel hydrothermal chimney, at the Lucky Strike hydrothermal site (Mid-Atlantic
Ridge). Untextured and textured close-ups of the top of the chimney (top right and bottom left,
respectively, 4 m high) show the fine-scale structure of the scene, and the imaging of macrofauna
(mussels) and bacterial mats.

4.4. Torpedo Boat Wreck

Underwater 3D reconstructions are often used in submarine archaeology to study
shipwrecks, including the HMS Titanic [62], the La Lune [16], the Xelendi Phoenician ship-
wreck [18], among many others. These 3D models are useful for planning and conducting



J. Mar. Sci. Eng. 2023, 11, 985 15 of 18

archaeological work, documenting sites, and following their time evolution for heritage
preservation and management (looting, degradation, sedimentation, etc.).

Shipwreck images were collected using HROV Ariane, off the Mediterranean coast,
during the cruise CANHROV. Ariane was equipped with an electronic still camera, and
navigated around the torpedo boat shipwreck, a battleship that sank in 1903 [63] at a water
depth of 476 m off the southern French Mediterranean coast (43.124° N; 6.523° E). This
shipwreck was ∼20 m long and 3 m wide, rising ∼2 m above the surrounding seafloor.
Figure 6 shows the different stages of 3D reconstruction for this shipwreck scene.

5. Conclusions and Perspectives

Matisse provides a complete suite to pre-process and process underwater imagery
(video and still images), and to generate 3D textured scenes. With 3DMetrics, users can vi-
sualize these 3D scenes, integrate additional data, such as other scenes and bathymetry, and
extract quantitative information while providing data management capabilities and stan-
dard output options for further analyses. The processing pipeline in Matisse is specifically
tailored for underwater applications, and the software development has benefited from ex-
tensive testing on numerous cruises and under various surveying scenarios. This software
is designed with flexibility in mind, allowing it to be applied to various instruments and
vehicles, including legacy data.

We additionally provide four open-access datasets, with explanations of the processing
steps in Matisse, and the resulting 3D textured models. These different datasets are relevant
for environmental impacts and pollution studies, tectonics, geology, biology, and archaeol-
ogy, and this software may be used in other fields. These datasets also provide different
survey configurations, illumination characteristics, and types of imagery, to showcase the
flexibility and robustness of Matisse, and facilitate training.

We released a stable version of Matisse as open-source code available on GitHub,
which can be installed easily on Linux and Windows systems. Future versions and updates
will also be distributed through the GitHub repositories, including an OSX version, and
a version specific for servers, to provide remote (client/server approach) processing ca-
pabilities. The processing time will be updated to reflect the latest hardware architecture
performance as soon as possible.

Currently, 3D reconstructions are limited to scenes of a few hundred square meters due
to computational and memory constraints. However, we plan to expand the scale of feasible
reconstructions and increase speed by implementing smart sub-scene segmentation and
fusion. As we move forward, we anticipate better integration of optical mapping with other
techniques, such as multibeam high-resolution terrain data, hyperspectral imaging [64],
structured light, and underwater lidar to better characterize seafloor texture and nature.
It is important to note that the limitations of reconstruction will vary depending on the
survey techniques and instrumentation used, requiring a case-by-case evaluation [26].
Nevertheless, our datasets demonstrate the flexibility and robustness of our approach.
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