
Diagnosing Tropical Cyclone Intensity Variations from

the Surface Wind Field Evolution

LÉO VINOUR,a SWEN JULLIEN,a AND ALEXIS MOUCHEa

a Ifremer, Univ. Brest, CNRS, IRD, Laboratoire d’Océanographie Physique et Spatiale, IUEM, Plouzané, France

(Manuscript received 23 September 2022, in final form 27 June 2023, accepted 27 June 2023)

ABSTRACT: Tropical cyclone (TC) intensity fluctuations remain a challenge for TC forecasters. Occurring through a
wide range of processes, such as vortex contraction, eyewall replacements, or emission of vortex Rossby waves, they are in-
herently multiscale, transient, and asymmetric. In a recent study, estimates of surface wind field inner-core properties from
high-resolution satellite observations were spotted as valuable for the improvement of intensity variations statistical pre-
dictability. The present study evaluates how the temporal evolution of the vortex structure, at scales ranging fromO(1) km
to vortexwide, further provides insights on the modulation of intensity. The study is based on a set of seven realistic TC
simulations with 1-km grid spacing. The surface wind field structure is studied through an original set of descriptors that
characterize the radial profile, the azimuthal asymmetries, and their spectral distribution. While radial gradients evolve
concurrently with intensity, the azimuthal variability of the inner core shows a stronger connection with shorter-scale inten-
sity modulation. The increase of high-wavenumber asymmetries distributed around the ring of maximum winds is shown to
precede phases of rapid (re)intensification by 5–6 h, while the concentration of asymmetry in wavenumbers 1 and 2 leads
to intensity weakening. A machine learning classification finally highlights that the classification of intensification phases
(i.e., intensification or weakening) can be improved by at least 11% (thus reaching ;75%) when accounting for the evolu-
tion of the radial wind gradient and the variance distribution among scales in the ring of maximum wind, relative to the
sole use of vortex-averaged parameters.

SIGNIFICANCE STATEMENT: The purpose of this study is to relate changes in the surface wind field structure of
tropical cyclones to their intensity variations. We design an original set of parameters to characterize the inner- and
near-core contraction and asymmetry, and evaluate their connection with TC intensity modulations in a set of realistic
high-resolution numerical simulations. The main outcome of our study is that opposite trends in high- and low-wavenumber
variance tend to occur prior to intensity changes on short time scales, with more widespread and local-scale asymmetry
corresponding to intensification, and vortex-scale polarized asymmetry corresponding to weakening. These diagnoses are
shown to improve the classification of intensification and weakening phases. These results advocate for enhancing real-time
high-resolution observations of surface wind fields under TCs, and using asymmetry distribution as predictors in statistical
forecast models.
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1. Introduction

Forecasting and understanding the life cycle of tropical cy-
clones (TCs) are primary concerns for meteorological science,
these systems causing substantial casualties every year. While
TC tracks are relatively well forecasted, maximum intensity
and its variations are more difficult to predict (Elsberry et al.
2007; DeMaria et al. 2014; Emanuel and Zhang 2016). TC in-
tensity changes can be caused by interactions of the vortex
with the surrounding environment through vertical wind shear
(Smith et al. 2000; Reasor et al. 2004; Corbosiero and
Molinari 2002), oceanic forcing (Elsberry et al. 1976; Price 1981;
Ginis 2002), and integrated atmospheric moisture (Emanuel
et al. 2004; Kimball 2006; Wu et al. 2015). However, TC
intensification is ultimately connected to internal dynamical
processes (Montgomery and Smith 2017). The internal struc-
ture is indeed governed by complex dynamics and interacting

processes, which modulate the TC’s intensity during its whole
life cycle. Along with the symmetric spinup that takes place in-
side and above the boundary layer (BL) (Smith et al. 2009), in-
tensification occurs notably through the merging and import
of local vorticity anomalies into the parent vortex}a process
termed the rotating convection paradigm}which hereby
intensifies the eyewall convection (Montgomery et al. 2006).
This process was observed on radar measurements by Reasor
et al. (2009) as yielding to episodes of rapid intensification.
Mixing of vorticity between the eye and the eyewall is a mani-
festation of eyewall mesovortices (Schubert et al. 1999), creat-
ing polygonal eyewalls (Lewis and Hawkins 1982; Muramatsu
1986; Menelaou et al. 2013b), and eventually leading to the
generation of vortex Rossby waves (VRWs). These VRWs
propagate internally to distribute perturbation energy along
potential vorticity (PV) gradients, and act to restore the TC’s
symmetric structure and intensity (Guinn and Schubert 1993;
Montgomery and Kallenbach 1997; Möller and Montgomery
1999; Wang 2002a,b; Corbosiero et al. 2006). These internal
dynamics involve very localized processes, and are thereforeCorresponding author: Léo Vinour, leo.vinour@ifremer.fr
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inherently asymmetric. However, they impact the radial
and symmetric structure of the TC and lead to vortex-scale
changes. The eye–eyewall area is thus observed as strongly
varying during the TC life cycle between phases of low vortic-
ity mixing (U-shape wind profile) favorable to rapid intensifi-
cation, and phases of higher mixing (linear wind profile) with
lower intensification rate (Kossin and Eastin 2001; Nguyen
et al. 2011).

The response of a TC to external shear has also been re-
lated to the PV radial gradient at the critical radius (i.e., ra-
dius at which VRWs stop propagating), which is linked to the
sharpness of the wind profile in the inner core (Mallen et al.
2005). The study of vortex shear resilience by Reasor et al.
(2004) indeed shows how the sign of the PV gradient deter-
mines whether VRWs are damped or resonate, allowing the
vortex to restore or not from a shear-caused tilt (Schecter
et al. 2002; Menelaou et al. 2013a). The propagation and stag-
nation of VRWs is also related to the distribution and genera-
tion of rainbands. Inner rainbands are convectively coupled
to propagating VRWs (Macdonald 1968; Guinn and Schubert
1993; Corbosiero et al. 2006; Li and Wang 2012), and the
VRW stagnation radius coincides with the so-called rapid fila-
mentation transition zone to outer rainbands (Rozoff et al.
2006; Wang 2008). The outer rainbands, although dynamically
distinct from inner rainbands (Guinn and Schubert 1993), can
in turn trigger secondary eyewall formation (Wang 2009;
Guimond et al. 2020).

In addition, when the TC intensifies, radial convergence
of absolute angular momentum inside the BL (due to fric-
tional and turbulent processes) and above the BL (due to
the increase of radial buoyancy gradient in conjunction with
angular momentum conservation), and the diabatic heating
in the eyewall lead to a contraction of the maximum wind
area toward the center (Shapiro and Willoughby 1982; Stern
et al. 2015) and to an expansion of the wind field at larger
radii (Montgomery and Smith 2014; Kilroy et al. 2016). The
outer-core expansion can also cause the formation of sec-
ondary eyewalls (Abarca and Corbosiero 2011; Abarca and
Montgomery 2013), which were shown as being a restoring
process for major TCs (Kuo et al. 2004, 2008; Nguyen et al.
2011). Local convective bursts generated in the eyewall
are also associated to TC intensification and restoration
(Steranka et al. 1986; Braun et al. 2006; Rogers 2010; Hazelton
et al. 2017) as they can increase the release of latent heat in
the eyewall by 25% (Kelley and Halverson 2011) and help
vertically stack the vortex favoring its rapid intensification
(Rogers et al. 2015). The fluctuations of intensity observed
during the life cycle of a TC are thus deeply related to its inter-
nal structure, through processes that are multiscale and asym-
metric in nature.

Although they are now acknowledged as essential to the
understanding of TC intensity changes, internal dynamics and
asymmetry diagnoses are rarely used in statistical–dynamical
forecast models (Judt and Chen 2015, 2016). Low-wavenumber
(WN) vortex-scale asymmetry (WN 0 and 1 of moisture, pre-
cipitation, or wind) has however been shown as important to
characterize critical intensity changes and to improve predict-
ability of TC intensity (Vukicevic et al. 2014; Bhalachandran

et al. 2019). Smaller-scale asymmetries and their impact or
transfer to the vortex scale were not investigated yet, due to
the limitation of observation resolution. As shown by Van
Sang et al. (2008), the dynamics of mesovortices and vortical
hot towers (VHTs) in the inner core, and more specifically
their collective merging/segregation, are key to TC intensifica-
tion. They state that VHTs and local asymmetry patterns are
random in nature and introduce a high variability in the wind
field evolution, hence a notable uncertainty in intensity fore-
casts. Diagnosing the inherent variability of inner-core asym-
metric convective dynamics is thus a major challenge for
forecasters, especially for statistical–dynamical modeling and
rapid intensification (RI) predictions (Rozoff and Kossin 2011;
Velden et al. 2010). These dynamics, being highly multiscale,
transient, and quickly evolving, require both high resolution
and coverage in space and time to be properly observed. Ob-
servation and modeling of the surface wind and backscatter is a
consistent way to diagnose BL dynamics: the structure of meso-
scale turbulent eddies (Rotunno et al. 2009) and BL rolls di-
rectly affect the surface wind field (Foster 2005; Morrison et al.
2005; Huang et al. 2018) and are central to energy exchanges
between the ocean surface, the upper BL, and the vortex aloft
(Guimond et al. 2018). The surface wind field is also a promi-
nent source of information on the morphology and distortion
of the eyewall, connected to eyewall axisymmetrization pro-
cesses (Li et al. 2013). A recent study by Vinour et al. (2021)
showed that newly available surface wind fields at 1-km resolu-
tion retrieved from synthetic aperture radars (SARs) make it
possible to capture such fine-scale structures in the TC. Using a
set of machine learning models to classify intensifying and
decaying phases, they showed that parameters describing the
sharpness of the radial wind profile and the asymmetry of
the azimuthal wind distribution have the potential to improve
the statistical predictability of TC intensification. The most con-
tributing parameters to the improvement of the classification
score were the asymmetry at the scale of eyewall mesovortices
(wavenumbers 4 and 5) and eye–eyewall mixing. The study
was however limited by the sparsity of acquisitions, which pre-
vented the authors from diagnosing the temporal changes in
the internal structure.

The present work follows on their study, using a dynamical
model to simulate continuous surface wind field measure-
ments. Temporal continuity allows an estimation of the added
value of internal structural changes, and to refine the identifi-
cation of TC intensity variations and internal dynamics on
various time scales. The analyses presented here are thus de-
signed to be applicable to real-time high-resolution observa-
tions and potentially included in assimilation datasets. Thus,
the main focus is on the properties of the surface wind field
that were studied by Vinour et al. (2021).

Based on a set of seven realistic high-resolution simula-
tions, a statistical database synthesizing TC internal structure
properties is built. These properties are then related both to the
ongoing intensity changes and to internal processes embedded
in the rotating-convection paradigm and in the associated sym-
metric and asymmetric theory. The roles and temporal scales of
these parameters are also compared, and their individual and
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collective contribution to the statistical prediction of intensity
variations are assessed.

The article is organized as follows: the modeling frame-
work, validation data, and studied parameters are described
in section 2; we then assess the realism of these simulations,
and their statistical representativeness by comparing model
outputs to SAR images and best track data in section 3; the
temporal changes throughout the TC internal structure are
studied in section 4 by relating these changes to TC life cycle in
various ways; a final discussion and conclusions are provided in
section 5.

2. Datasets and methods

a. The WRF Model configuration

The Weather Research and Forecasting (WRF) Model ver-
sion 3.7.1 is used in this study with the Advanced Research
WRF (ARW) dynamic solver (Skamarock and Klemp 2008).
The configurations are designed to model TC inner core on a
1-km horizontal grid. This high resolution is achieved using
the vortex-following algorithm provided by WRF with a two-
way nesting procedure composed of three domains: a large
domain at 9-km resolution encompassing the whole TC track
(it is defined as a rectangular box including the track plus 88
on each side) and two vortex-following embedded domains
gradually increasing the resolution to 3 and 1 km. The inter-
mediate vortex-following domain is set as an 88 square box
around the TC center, and the finer domain as a 48 square box
around the TC center. The two nested domains move every
15 min following the TC vortex, thanks to an automatic track-
ing of low pressure under 50 000 Pa, in a radius determined by
a maximum TC translation speed of 40 m s21. In the moving
nests, instead of the default 9-km parent grid topography,
high-resolution terrain and land-use files are used to improve
the realism of crossed islands and mainlands. On the vertical,
all the domains have the same vertical grid composed of
54 terrain-following levels with refinement in the planetary
boundary layer (PBL) (ranging from 22-m resolution for the
first levels to 60 m at 500 m, and 100 m at 1000-m height), and
at the top of the model (set at 5000 Pa). The set of parameter-
izations used is the following: Betts–Miller–Janjić (BMJ)
convective scheme for the 9-km domain, while convection is
explicitly solved in the 3- and 1-km nested domains; the Yonsei
University (YSU) PBL with revised MM5 Monin–Obukhov
surface layer parameterization, the classical Charnock relation
for the surface drag coefficient, the WRF single-moment six-
class microphysics scheme (WSM-6), the Dudhia shortwave ra-
diation scheme, and the Rapid Radiation Transfer Model
(RRTM) for longwave radiation.

Horizontal and vertical resolutions, as well as all parame-
terization settings are identical for all TC simulations. Initial,
surface, and boundary conditions are prescribed with the 0.258
NCEP Final (https://rda.ucar.edu/datasets/ds083.3/) operational
global analysis using the Global Data Assimilation System
(https://rda.ucar.edu/datasets/ds094.0/). A spectral nudging, us-
ing the WRF four-dimensional data assimilation (FDDA)
scheme, toward these reanalysis data is also applied during the

whole simulations, on the parent 9-km-resolution domain, and
above the BL only, with no direct impact on nested domains.
The nudging ensures a better consistency of the modeled syn-
optic flow with observations, limiting the TC track deviations,
without constraining the TC physics in the nested domains
(Wang et al. 2013). The spectral nudging only applies to large
scales of the domain (approximately 1000 km here, i.e., the
large domain size divided by 3).

The horizontal resolution of the two inner domains is a
compromise between computational cost and a resolution
comparable to the SAR images that are resolved at 1 km and
resampled (averaged) on a 3-km grid. It should be noted that
the effective resolution of the simulations is about 7 km,
which is larger than the SAR data resolution of 3 km. The
model outputs must thus be considered as smoother than
SAR observations. It should also be kept in mind that the
TC’s intensification as well can be impacted by the effects of
numerical resolution (Hasan et al. 2022).

b. SAR observations

SAR observations provide 2D ocean surface wind module
products under TCs at a high resolution of 1 km, with a spatial
extent of 200–400 km depending on the acquisition mode. In
this study, we use a 3-km resampled (averaged) product. SAR
is a microwave active sensor, which measures the backscatter
signal at C band to estimate the sea surface roughness with a
spatial resolution that ranges from 10 m to 1 km (depending
on the acquisition mode). The wind field is retrieved using co-
and cross-polarization channels with a dedicated inversion al-
gorithm developed by Mouche et al. (2017) to mitigate the
signal saturation observed in copolarization (as for scatterom-
eters). Mouche et al. (2017, 2019), and Combot et al. (2020)
showed that SAR provides very reliable estimates of TC max-
imum intensity, and characteristic wind radii. Vinour et al.
(2021) showed that they make it possible to measure many
properties of the internal TC structure such as the eyewall
and near-core surface wind gradients, and inner-core wind az-
imuthal asymmetries. The database used in this study is the
same as the one presented in Vinour et al. (2021). It is com-
posed of 188 images acquired over TCs between 2014 and
2019 by Sentinel-1A and Sentinel-1B, and RADARSAT-2
satellites during the Satellite Hurricane Observation Campaign
(SHOC) conducted by the European Space Agency (ESA),
the Collecte Localisation Satellites (CLS) group, and the
French national institute for ocean science (Ifremer). This
SAR database statistically represents a wide range of TC
events, in all basins and at all categories. It is used here to com-
pare observed and modeled TC internal structure.

c. BT dataset

The International Best Track Archive for Climate Steward-
ship (IBTrACS; Knapp et al. 2010) combines the best track
(BT) data (TC location, maximum wind speed, and character-
istic wind radii) from various meteorological centers (regional
specialized meteorological centers responsible for TC forecast
in the different basins, and government agencies) into a com-
mon format. U.S. centers BT data with a 6-h time resolution
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are used in the present study to assess the representativeness
of the simulations in terms of TC characteristics (location,
maximum intensity, intensification rate, translation speed).

d. Surface wind field parameters of interest

This study pursues the work of Vinour et al. (2021), who
studied the statistical relationships between TC internal struc-
ture properties and intensity variations based on SAR snap-
shots of surface wind speed. Here, we use a dynamical model
to simulate the whole TC evolution, this way filling the gap
between sparse snapshots. We aim at assessing the character-
istic time scales of the different internal properties and the im-
portance of measuring their evolution in time. This would
notably provide insights for the potential of having more reg-
ular high-resolution surface wind observations such as SAR
images, for the research and forecast community. These anal-
yses were thus designed to be applicable to SAR observations
and potentially included in real-time assimilation datasets.

The TC internal structure is described from the surface
wind speed only, and following the methodology designed by
Vinour et al. (2021). This methodology assesses the properties
of the 2D surface wind field in a TC-centered relative frame
(polar grid with 1-km radial resolution and 18 azimuthal reso-
lution), and extracts radial and azimuthal parameters, which
are detailed hereafter and illustrated in Fig. 1.

The radial structure is described by its radial surface wind
gradients computed from the azimuthally averaged profile in
two characteristic areas: the eyewall area [between the eye
and the radius of maximum wind (RMW), yellow in Fig. 1d],
and the near-core area (between 1 and 3 times RMW, blue in
Fig. 1d). In the eyewall, the radial gradient is also compared

to a Rankine-like vortex (defined as a linear profile between
0 m s21 in the eye and the maximum wind at the RMW) to es-
timate the eyewall profile sharpness with respect to the RMW.
The two obtained gradients are noted dV/dREW (eyewall) and
dV/dRNC (near core); the eye–eyewall sharpness (comparison
to Rankine profile) is noted dV/dREW 2 VMAX/RMW (cf.
Table 1).

The azimuthal structure is described through two variables,
for which azimuthal distribution is examined: the eye–eyewall
radial wind gradient (dV/dRAZ hereafter, Fig. 1b, Table 1),
and the distribution of maximum wind (VmaxAZ hereafter,
Fig. 1c, Table 1). Their azimuthal distributions are smoothed
with a Butterworth filter with a cutoff frequency correspond-
ing to 40% of the signal explained variance to absorb local
anomalies and effects of the polar grid discretization (see, for
instance, the effect of smoothing on VmaxAZ in Fig. 1c).

The degree of asymmetry is then quantified through a spectral
decomposition of these signals: for each signal, the percentages
of explained variance of eachWN of the spectral decomposition,
from 1 to 180, are computed. They are then gathered into three
distinct groups: “low” WNs (WNs 1 and 2) describing the
vortex-scale asymmetry induced by large-scale perturbations
(i.e., vertical shear) and discrete propagating VRWs (Wang
2002a; Reasor et al. 2009); “medium” WNs (WNs 3–5) associ-
ated with smaller-scale processes and characteristic of restora-
tion processes such as eyewall mesovortices (Muramatsu 1986)
and the generation of VRWs (Schubert et al. 1999; Kuo et al.
1999); “high” WNs (WNs 6–180) containing the rest of the spec-
tral distribution associated with localized wind anomalies such as
convective bursts (Rogers et al. 2013), thus presenting less
vortex-scale asymmetry than low and mediumWNs. Percentages

FIG. 1. Illustration of parameters extracted from the surface wind field from an output of the Lane simulation at 0700 UTC 20 Aug 2018.
(a) Surface wind field projected on a 3D grid (z axis is wind speed) with distributions of maximum wind (red), maximum eyewall radial gra-
dient (i.e., eye shape, in green), and radial profile (black) superimposed. (b),(c) Raw (thin black) and smoothed (thick) extracted azimuthal
distributions of eyewall radial wind gradient and maximum wind, respectively, with the same color code as (a). (d) The extracted radial
mean profile and highlighted eyewall (yellow) and near-core (blue) areas.
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of explained variance for each group are hereafter noted Var1–2,
Var3–5, and Var6–180. Note that the results hereafter are not
strongly sensitive to the range of WNs picked to define the
groups (e.g., we could have taken WN1, WN1–2 or WN1–4 for
low WNs, and WN3–180 or WN6–180 for high WNs, and keep
the same qualitative results). The choice of groups was thus
made to optimize the characterization of the asymmetry distribu-
tion (cf. definition of temporal variables in section 2e), as well as
for better consistency with asymmetric processes described in the
literature.

The radial and azimuthal descriptors are estimated at each
hourly model output for all simulations.

e. Estimation of inner-core temporal changes

Three variables are considered to describe the TC intensity
variations: the maximum intensity (VMAX), its first time deriv-
ative [i.e., intensification rate, hereafter noted t(VMAX)], and
its second time derivative [i.e., increase or decrease of intensi-
fication rate, hereafter noted 2t (VMAX)]. Their extrema are
used to describe specific phases of the TC life cycle such as
intensity peaks and troughs, strongest intensifications and
strongest weakenings, or intensity restorations (i.e., increasing
rate) and deteriorations (i.e., weakening rate).

To assess the evolution of the TC internal structure in re-
gard to these TC life cycle changes, time derivatives of the ra-
dial and azimuthal descriptors are evaluated. An additional
metric called “wave number trend” (WNT hereafter) is also
designed to measure the time evolution of the asymmetry dis-
tribution among scales around the vortex. It is computed as
the difference in wind variance growth/decay between two
sets of scales, the high and low WN groups defined in the pre-
vious section:

WNT(SAZ) 5t[Var6–180(SAZ)] 2t[Var1–2(SAZ)], (1)

where t[Var1–2(SAZ)] and t[Var6–180(SAZ)] denote the time
derivatives of the smoothed time series of explained variance
by low and high wavenumbers (Var1–2 and Var6–180) for a
given signal SAZ. Note that WNTs are not defined if the two
time derivatives of low and high WNs are of the same sign,
but only if the trends of high WNs and low WNs are opposed.
The WNT is thus positive when the variance explained by
high WNs is increasing, while that explained by low WNs is

concurrently decreasing. In such cases, the wind field asym-
metry increases at small scales; it is more localized and wide-
spread in azimuth. When the trend is negative, the variance
increases in low WNs and is associated to a more polarized
wind field with concentration of the asymmetry in vortex-
scale patches. The polarized regime, generally related to syn-
optic shear events, was associated in previous studies with a
deterioration of TC intensity (Frank and Ritchie 2001; Reasor
et al. 2004), while the spreading and distribution of asymme-
try in azimuth to the generation of convective bursts and the
promotion of intensification (Guimond et al. 2016a; Hazelton
et al. 2017). The WNT metric thus tends to diagnose the evo-
lution of the TC structure toward reinforcement (thus reho-
mogenization/symmetrization) or decay (generally increased
asymmetry with decay). Medium WNs (3–5) are deliberately
not considered here, as interpreted in the observational study
of Vinour et al. (2021) as a transient phase of perturbation
traducing a spontaneous response of the eyewall to externally
induced disruptions (through generation of eyewall mesovor-
tices for instance).

A smoothing of the time series is performed to consider
only persistent variations of the parameters of interest, and ig-
nore short localized variations. The effect of smoothing on
VMAX and azimuthal variances is shown in Fig. 2. As can be
inferred, the variability of raw time series can be very large
(cf. thin black lines in Figs. 2a,b), preventing the extraction of
life cycle phases or computation of meaningful time deriva-
tives. The smoothing was thus chosen to absorb the high time
variability, while being representative of intensity changes
(peaks, troughs, increase, or decrease in intensification rates).
The smoothing is applied using a Butterworth filter with a cut-
off period of 12 h. This cutoff period is the default one used
for most analyses, but larger periods were also tested in
section 4d to isolate even longer-scale changes. All time deriv-
atives are computed over the smoothed signals, allowing a
better identification of intensity variations (see triangle
markers in Fig. 2a). The smoothing also makes it possible to
extract consistent phases of negative and positive WNTs, such
as those highlighted by the green and red rectangle, that go
with changes in Var1–2(VmaxAZ) and Var6–180(VmaxAZ) that
are barely visible on raw signals.

The various notations and abbreviations introduced above
and used in the following sections are summarized in Table 1.

TABLE 1. Table summarizing the TC parameters extracted from the simulations, as described in section 2d.

Parameter abbreviation Brief description

VMAX Vortex maximum wind intensity: VMAX 5 max(VmaxAZ)
RMW Radius of maximum wind of the azimuthal-mean wind profile
dV/dREW Gradient of the azimuthal-mean wind profile between the flat eye area and the RMW [cf. Vinour

et al. (2021) for more details]: dV/dREW 5 (DVr /Dr)rmin"RMW

dV/dRNC Vortex-averaged near-core radial gradient: dV/dRNC 5 (DVr /Dr)RMW"3RMW
VmaxAZ Maximum wind intensity at each azimuth
dV/dRAZ Eyewall wind gradient at each azimuth: dV/dRAZ(u)5 (DVru

/Dru)rumin"rumax

Vark12k2
(SAZ) Percentage of variance explained by WNs k1 to k2 from the spectral decomposition of azimuthal

signal SAZ

WNT(SAZ) Wavenumber trend of azimuthal signal SAZ [cf. definition (1)]
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FIG. 2. Illustration of temporal changes estimations on the simulation of TC Fani. (a) Intensity
raw time series (thin black line) and smoothed with a 12-h cutoff period Butterworth filter (thick
red), along with extracted local minima and maxima oft(VMAX) and2t (VMAX) computed from the
smoothed curve denoted by red and blue triangles. (b) Time series of smoothed Var1–2(VmaxAZ)
(red), Var3–5(VmaxAZ) (blue), and Var6–180(VmaxAZ) (green) computed from raw signals (thin
black curves). (c) Time series of WNT(VmaxAZ) computed from t[Var1–2(VmaxAZ)] and
t[Var6–180(VmaxAZ)]. The maximum positive and minimum negative phases ofWNT(VmaxAZ)
are highlighted in green and red shadings in (b) and (c).
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f. Classification

A machine learning classification method is used to assess
the predictive potential of the extracted TC descriptors. The
objective is to evaluate if these descriptors provide significant
information to dissociate the TC life cycle phases. The classifi-
cation here focuses on dissociating positive and negative val-
ues of t(VMAX) (i.e., intensifications and weakenings), with
classes defined under the 1/3 and above the 2/3 quantiles of
their distribution.

We follow the classification method developed in Vinour
et al. (2021), which is adapted to a dataset with a limited
amount of samples and a large number of variables describing
the dataset. Here, in order to limit the overfitting between
correlated consecutive time steps, the number of samples is
equal to one-fourth of the total number of outputs (i.e., one
sample every 4 h of simulation) minus a random one-tenth of
the remaining samples (this step is reproduced 10 times using
a bootstrap method), which yields 233 samples per classifica-
tion. The number of variables considered for the classification
is 12: three vortex-scale parameters (maximum wind, RMW,
and latitude), two instantaneous mean profile parameters
(dV/dREW and dV/dRNC) and their two time derivatives, two
instantaneous azimuthal parameters describing high WN
variance in amplitude variability [Var6–180(dV/dRAZ) and
Var6–180(VmaxAZ)] and the corresponding temporal WNTs
[WNT(dV/dRAZ) and WNT(VmaxAZ)], and one random
control variable. The classification is performed over 495 ran-
dom combinations of four variables among the 12 aforemen-
tioned, and with 10 machine learning models (this makes it
possible to account for a wide range of dependences between
variables, including nonlinear ones, as well as to get rid of is-
sues and specific biases associated with each classification
model). The average score of the 10 models is computed for
each combination. Studying the composition of the best com-
binations then makes it possible to identify the most decisive
variables in the dissociation of intensification phases.

A sensitivity analysis of the classification results to the time
smoothing of signals is performed. Classifications with de-
scriptors computed from signals smoothed with 12-, 24-, and
48-h cutoff periods are compared.

3. Modeled cases and validation

a. Description of simulations

Seven distinct events were simulated, in various basins, and
with various characteristics: Irma (2017, North Atlantic),

Cebile (2018, south Indian), Lane (2018, northeast Pacific),
Mangkhut (2018, northwest Pacific), Trami (2018, northwest
Pacific), Joaninha (2019, south Indian), and Fani (2019, north
Indian).

They are detailed in Table 2 and Fig. 3, along with the geo-
graphic extent of the model parent domain. These simulations
were chosen to describe major TCs (categories 4 and 5) in dif-
ferent basins, and with a wide range of life cycle evolutions in-
cluding several intensity changes during their mature phases.
In addition, TCs with few interactions with land were pre-
ferred, as they make it possible to witness scale interactions,
and gradual internal changes instead of disturbances caused
by external constraints. These simulations were not designed
to reproduce the most realistic TCs, but to provide a suffi-
ciently diverse database to study the inner-core structural
changes in relation to the TC intensity changes during the ma-
ture phase of the TC life cycle.

Figure 3 shows the seven modeled TC tracks and VMAX

time series. All tracks match well the BT data, as spectral
nudging applied on the large domain ensures synoptic dynam-
ics close to observations. Simulated maximum wind, on the
other hand, can be quite different from BT data. The maxi-
mum reached intensity is underestimated for Irma, Mangkhut,
Trami, and Lane, and overestimated for Cebile, while Fani
does not maintain its intensity before landfall, and Joaninha
does not capture the maximum intensity peak although
matching the first intensification. Time steps above category 4
are rare; this can be due to a bias induced by the resolution
(horizontal and vertical), which may be still too coarse to
properly solve these very intense and contracted phases, or to
the model numerics [notably implicit numerical dissipation as
suggested by Guimond et al. (2016b) and Hasan et al. (2022)],
or parameterizations, notably the microphysics, surface, and
boundary layer parameterizations (Nolan et al. 2009b; Li and
Pu 2008). The maximum wind time series also reveal some
lagged or missed changes in intensity, or similar changes but
of lower intensity (e.g., for Lane). Such discrepancies were
however expected. They arise from several reasons: 1) the
model biases (resolution, numerics, parameterizations) that
can lead to misrepresented physical processes, 2) the stochas-
tic nature of the Navier–Stokes equations. However, all simu-
lated TCs intensify to mature TCs, and all of them feature
either long mature phases with short-range intensity fluctua-
tions around the peak intensity (Irma and Cebile), or notable
weakenings and reintensifications with secondary intensity
peaks (Trami, Mangkhut, Fani, Lane, Joaninha). The diver-
sity of cases and external conditions makes it possible to have

TABLE 2. Summary of WRF simulated events and domain extents.

Event name Start date–end date Basin Category (WRF) Category (obs) Outer domain extent

Irma 31 Aug–11 Sep 2017 Northern Atlantic 4 5 8.38–35.58N, 99.98–24.18W
Cebile 27 Jan–4 Feb 2018 Southern Indian 5 4 29.98–4.18S, 67.68–92.58E
Lane 16–24 Aug 2018 Eastern Pacific 5 5 2.78–27.08N, 166.08–120.58W
Mangkhut 8–16 Sep 2018 Western Pacific 4 5 5.78–30.38N, 102.78–164.18E
Trami 22–30 Sep 2018 Western Pacific 4 4 8.98–43.78N, 118.78–146.08E
Joaninha 23–30 Mar 2019 Southern Indian 5 4 32.88–8.78S, 53.68–77.48E
Fani 29 Apr–3 May 2019 Northern Indian 3 4 2.78–27.68N, 75.98–95.18E
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TCs with notable intensity changes and a significant variabil-
ity in the mature TC life cycle description, which was the de-
sign of this study. In addition, Fig. 4 statistically compares
some TC parameters of the simulations [i.e., (Fig. 4a) VMAX,
(Fig. 4b) absolute latitude, (Fig. 4c) translation speed, and
(Fig. 4d) intensification rate t(VMAX)] to those of SAR and BT
databases. Overall, the distributions are comparable in terms of
variability. The normalized distribution of maximum wind is cen-
tered around 55 m s21, the latitude distribution centered around
158, and the translation speed around 5 m s21, indicating the bias
due to the choice of studying mature TCs. The intensification
rate distribution is moreover very well represented, indicating
the consistency of simulated TC life cycle dynamics.

The statistical validation of these simulations and extracted
parameters of interest against SAR observations is further de-
tailed in the next section.

b. Statistical validation against SAR

The radial and azimuthal parameters describing the TC sur-
face wind field in the present study are validated against SAR
observations.

The distributions of the inner-core and near-core radial gra-
dients shown in Figs. 5a and 5b shows that the model misses
the strongest radial gradients. The azimuthal variances of

eyewall gradient (Fig. 5c), and maximum wind ring (Fig. 5d)
azimuthal variances are shifted toward slightly lower values
than SAR observations indicating an underestimation of their
variability. But overall, modeled distributions are satisfacto-
rily close enough to observations.

The model ability to represent inner-core observed TC struc-
ture is further illustrated with the relation between RMW and
maximum wind illustrated in Fig. 6. This relation is a good way
to get a first view of the TC dynamics, as the TC vortex is ex-
pected to contract inward when intensifying under the effect of
gradient wind balance and angular momentum conservation.
This relation was clearly observed in SAR observations (Vinour
et al. 2021), and is represented in black in Fig. 6. The simulations
also show a decrease of RMW with VMAX, but at a weaker rate,
with a median value of 40 km for tropical storms (compared to
50 km in SAR data), and 25 km for category 4 TCs (compared
to about 18 km in SAR data). Here again, the highest intensities
appear as probably less well resolved in the model due to resolu-
tion issues. On another hand, the limit in statistical representa-
tiveness of the seven cases is also visible, as the individual
simulations can impact the median values for a given category:
for instance, the high values of RMW in category 3 are mostly
all attributable to Trami (light green dots), which kept a strong
intensity while it reached relatively high latitudes, and therefore

FIG. 3. Summary of WRF simulated tracks (maps) and intensity (VMAX) times series (line plots) for the seven simulations compared to
IBTrACS. WRF simulations are denoted by black tracks and circle markers in the map panels, and red curves on VMAX comparisons;
IBTrACS data are denoted by white tracks and cross markers, and gray curves on VMAX plots. Marker color in the map panels indicates
the category based on the Saffir–Simpson scale.
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dilated in size. However, the range of TC simulations overall
makes it possible to feature the average TC eye contraction.

The properties of the mean radial wind profile of simulated
TCs are also compared to the SAR distributions studied in
Vinour et al. (2021), and shown in Fig. 7. The composite ra-
dial profiles by TC intensity category (Fig. 7a) show a fair
agreement between WRF and SAR for categories 0–3, while
category 4 is significantly underestimated in WRF, and cate-
gory 5 is not represented (the average of the radial profile put
the few category 5 outputs in an average category 4 profile). It
is however notable that WRF profiles are slightly more in-
tense (by approximately 2 m s21) on average than SAR ones
for categories 1, 2, and 3. This slight difference is explained by
the higher modeled median values in each category (see the x
location of the medians in Fig. 6), as well as by a lower azi-
muthal standard deviation of the maximum wind contour
(standard deviations by category are indicated in the legend
of Fig. 7; average over all categories is 3.28 for WRF and 4.10
for SAR) likely due to the WRF effective resolution (about
7 km) that results in a slightly smoother wind distribution
compared to SAR (3-km effective resolution).

Looking at the eyewall gradient sharpness, TC simula-
tions are shown to slightly depart from the Rankine-like
profile (Fig. 7b), but much less than SAR observations for
TC intensities above category 3. Similarly, the near-core
area (Fig. 7c) shows a smoother profile than SAR observa-
tions for TC outputs of categories 4 and 5. This indicates a

limit in the model ability to resolve sharp wind gradient due
to its resolution and to numerics and parameterization in-
duced biases.

4. Links between the TC life cycle and its internal
structural evolution

a. Time scales

The TC life cycle variations are characterized with 3 time
series: the TC intensity (VMAX), its time derivative [intensifi-
cation rate, t(VMAX)], and its time second derivative [varia-
tions of intensification rate, 2t (VMAX)]. As shown by the
normalized temporal spectra of these signals (Fig. 8a), the
3 time series describe the life cycle evolution at various scales
with peak periods of, respectively, 107, 23, and 18 h. The 107-h
average peak period for intensity corresponds to the average du-
ration of simulations, showing that the largest variability is basi-
cally associated with the intensification and decaying phases
over the whole life cycle time scale, with relatively low energy
under 24-h period. On the other hand, its derivatives have a sig-
nal concentrated between 30- and 12-h peak periods, related to
shorter variations of daily or half-daily time scales.

The parameters extracted to describe the TC surface wind
field structure (radial gradients, azimuthal variances, wave-
number variances, and WNTs) are also found to vary at
different time scales; dV/dREW and dV/dRNC evolve on

FIG. 4. Comparison of normalized histograms between WRF (red; 1017 samples), SAR (blue; 158 samples), and
IBTrACS (382 826 minimum samples) showing distributions of (a) VMAX, (b) absolute latitude, (c) translation speed,
and (d)t(VMAX). Time-dependent variables in (c) and (d) are estimated from IBTrACS for the SAR distribution.
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characteristic time periods slightly lower than intensity (most
energy between 107 and 12 h, with peak periods of 107 h; see
Fig. 8b). This is in agreement with the relation found between in-
tensity and radial gradient observed in Fig. 7. The estimation of
the curvature of the eyewall profile (dV/dREW 2 VMAX/RMW)
shows a broader spectrum toward smaller scales, with a peak pe-
riod of 66 h. It is indeed the radial parameter most related to
smaller scales, notably to eyewall mixing (Kossin and Eastin
2001; Nguyen et al. 2011; Vinour et al. 2021). Variance explained
by low and high wavenumbers of dV/dRAZ and VmaxAZ

(Figs. 8c,d) also peaks at large time scales (107 h) but with a
broader spectrum than intensity and radial gradients and a
marked secondary peak around 24 h. The variance of middle
wavenumbers shows the largest peak at 24 h and largest density
of spectrum at low periods between the three WN groups, indi-
cating their more transient character. Finally, the WNTs within
these azimuthal signals are found to evolve on the shortest time
scales, with a spectrum centered around 22 h close to the time
scales of t(VMAX) and 2t (VMAX) for VmaxAZ, and even lower
peak period of 10 h for dV/dRAZ, which also indicates the more
transient character of eye–eyewall asymmetric variations com-
pared to the maximumwind ring. This first assessment thus shows
that radial gradient are more related to the life cycle scale of in-
tensity variations, while the azimuthal asymmetry and WNTs are
more related to shorter intensity variations, notably changes in
the intensification rate.

b. Case studies

To further understand the link between the internal TC structure
descriptors and the TC evolution, a few case studies are first exam-
ined. The time series of dV/dRNC, dV/dREW 2 VMAX/RMW,
Var1–2(VmaxAZ), and Var6–180(VmaxAZ) superimposed with the
VMAX time series during the Lane simulation are shown in Fig. 9.

For this TC case, the correlation between TC intensity and
radial gradients time series is strong (0.9 cross correlat-
ion with dV/dRNC, 0.63 with dV/dREW 2 VMAX/RMW,
Figs. 9a,b). The near-core radial profile follows the evolution
of intensity (higher intensity goes with sharper wind profile,
cf. Fig. 9a and Fig. 9b). On the other hand, the correlation be-
tween azimuthal variances and life cycle evolution is lower
[20.45 cross correlation with Var1–2(VmaxAZ), 0.52 with
Var6–180(VmaxAZ), Figs. 9c,d]. Azimuthal variances also have
a higher variability than the dV/dRNC signal, but a consistent
shift between low and high wavenumbers is observed in
conjunction with intensity changes: the increase in intensity
toward VMAX peak goes with a higher explained variance in
WNs 6–180 (Fig. 9d), which is with a more homogeneous dis-
tribution of winds around the vortex, and a concurrent de-
crease in WNs 1–2 explained variance (Fig. 9c).

The link between WNTs and intensity is further assessed
during specific phases of TCs Lane and Fani, displayed in
Fig. 10. For each simulation, the phases of maximum positive

FIG. 5. Comparison of histograms betweenWRF (red; 1017 samples) and SAR (blue; 158 samples) showing distributions
of (a) dV/dREW, (b) dV/dRNC, (c) Var(dV/dRAZ), and (d) Var(VmaxAZ).
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WNT (i.e., spectral distribution shifting toward high wave-
numbers) and minimum negative WNT (i.e., from high to low
wavenumbers) are highlighted (green and red shaded areas,
respectively), and snapshots of the modeled 10-m wind speed
at the beginning and ending of these phases are shown. The
Fani simulation (Fig. 10a) shows a clear alternation between

positive and negative WNT(VmaxAZ): positive trends occur
before or during phases of reintensification, and negative
trends before and during intensity peaks, i.e., when intensifi-
cation weakens. The time lag between WNT(VmaxAZ)
and VMAX is slightly negative: the phase opposition of
WNT(VmaxAZ) is shifted to the left of approximately 3 h.

FIG. 6. (a) Comparison of RMW distributions and binned values by category with respect to
VMAX between SAR and WRF simulations. SAR samples are denoted by black crosses. WRF
samples are denoted by small dots colored according to the simulated event. Binned median
values are shown as blue (SAR) and red (WRF) dots with shading showing the bootstrap distri-
bution. Upper and lower distribution quartiles are shown by dashed lines. (b) WRF (red) and
SAR (blue) PDF distributions of RMW values.

FIG. 7. (a) Comparison of WRF (solid) and SAR (dashed) mean radial profiles composited by intensity category, with shadings denot-
ing the quartiles of each category. Upper and lower triangle markers show the positions of outer and inner limits of the eyewall maximum
gradient area, respectively, delimited by maximum and minimum values of curvature for WRF (white) and SAR (purple). The number of
samples by category (#) and the average standard deviation of the azimuthal maximum wind distribution for each category (sAZ) is
provided in the legend. (b),(c) As in Fig. 6a, but for the distributions of dV/dREW 2 VMAX/RMW and dV/dRNC.
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Focusing on the two highlighted phases (green and red shad-
ing), the first positive trend starts approximately 10 h before
the beginning of the reintensification, and is characterized by a
contraction, intensification, and symmetrization of the wind field
as indicated by the two left snapshots in Fig. 10a. Although there
is still a wavenumber-1 asymmetry with stronger winds on the
eastern side of the vortex on the second snapshot, it is clear that
the maximum wind distribution is much more widespread and
homogeneous in azimuth inside the eyewall. The negative trend
also starts about 10 h before the intensity peak, during the inten-
sification that follows the previous positive trend. This time, the
two snapshots (right side of Fig. 10a) show a strong growth of
the asymmetry degree: while at the beginning of the phase the

eyewall has a triangular shape with little variations in the
maximum wind distribution except in some areas (such as
north and southeast of the eyewall) that might denote the
presence of eyewall mesovortices enhancing the wind speed,
the second snapshot shows an elliptical eyewall with much
stronger winds in the southern half of the vortex. The pertur-
bation of the wind field and growth of asymmetry (which
seems to be linked to eyewall mesovortices and polygonal
eyewall at the beginning) thus lead to a strongly asymmetric
wind field, going with the beginning of intensity decay. All
other local maxima and minima of WNTs are also nearly syn-
chronized with the phases of intensity restoration (WNT
trough) or deterioration (WNT peak).

FIG. 8. Normalized power spectra of WRF-extracted time series as a function of period in hours, with peak periods
denoted by dashed vertical lines. (a) Intensity variations descriptors: VMAX (light), t(VMAX) (medium), and
2t (VMAX) (dark). (b) Radial profile descriptors: dV/dRNC, dV/dREW, and dV/dREW 2 VMAX/RMW. (c) Eyewall radial
gradient azimuthal descriptors: Var1–2(dV/dRAZ), Var3–5(dV/dRAZ), Var6–180(dV/dRAZ), and WNT(dV/dRAZ). (d) As in
(c), but for VmaxAZ.

FIG. 9. Time series of (a) dV/dRNC, (b) dV/dREW 2 VMAX/RMW, (c) Var1–2(VmaxAZ), and (d) Var6–180(VmaxAZ)
(green curves) superimposed with the VMAX time series (black curves) during the Lane simulation. Text boxes indi-
cate the cross correlation (CC) between the two plotted variables on the Lane simulation alone (i.e., plotted curves)
and averaged over all seven TC simulations.
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The evolution of Lane shown in Fig. 10b is more complex,
as it is much longer with shorter and more numerous reintensi-
fication and weakening phases. However, the two highlighted
phases show similar features than for the Fani life cycle.
The maximum of positive WNT(VmaxAZ) on 20 August is ob-
served prior to a marked reintensification: approximately four
hours after the end of the positive trend phase, the TC under-
goes a phase of rapid intensification. Judging by the corre-
sponding snapshots (two left images in Fig. 10b), it appears

that the TC recovers from an eyewall breaking event: the first
snapshot shows a discontinuous maximum wind contour with
a partially broken eyewall in the southwest corner, while the
second snapshot shows a reformed maximum wind ring. It is
thus likely that the decrease in intensification that occurs
shortly before 20 August was associated with an eyewall
breaking event and disturbance of the maximum wind ring,
which was then quickly counteracted by an axisymmetrization
process. This process then allowed the TC to intensify much

FIG. 10. Superimposed time series of VMAX (black curves) and WNT(VmaxAZ) (green curves) for simulations of
(a) Fani and (b) Lane. The strongest phase of positive trend is denoted by green shading for each simulation and the
strongest negative trend by red shading. For each of these intense WNT phases, snapshots of the surface wind field at
the initial and final time steps of the WNT event are displayed.
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faster with a restored symmetry in less than 12 h. The mini-
mum of negative WNT(VmaxAZ) is in turn simultaneous with
the maximum intensity peak on 22 August, at the beginning of
the weakening phase. As for the positive trend, this strong
negative trend is associated with a notable change in the TC
structure, as shown by the two snapshots on the right side of
Fig. 10b, the wind field which is quite symmetric with local iso-
lated maxima on 21 August becomes asymmetric with a wave-
number-1 marked maximum on the northern part of the
vortex on 22 August.

These two case studies thus show that marked changes in
the maximum wind distribution are related to intensity
changes, although the time lag can vary significantly in each
situation. Moreover, it appears from the Lane life cycle that,
when intensity variations are numerous and on small time
scales, the relation is less evident. Thus, although pattern
emerges from these specific cases, a clear correlation seems
difficult to obtain.

c. Composites and statistical behaviors

Previous case studies have shown that WNTs generally fea-
tures a phase lag with intensity variations. To further general-
ize and identify statistically robust behaviors, a lag-sensitive
study of the average cross correlations of each structural vari-
able with TC intensity is performed over the seven case stud-
ies. The largest correlation and its corresponding lag for each
internal (radial and azimuthal) parameter is given in Table 3.
For WNTs, the cumulative sum of WNTs is computed as it
is based on time derivatives and hence correlated to VMAX time
derivative rather than its amplitude. The best correlation is ob-
served for WNT in the maximum wind contour, WNT(VmaxAZ)
(67.7% on average over all simulations), with a negative lag of
6 h. Near-core and eyewall gradients, dV/dRNC and dV/dREW,
show correlation with intensity of 47.2% and 45.1%, respectively,
with lags of 24 h (i.e., slight anticipation). WNT of the eye–eye-
wall gradient, WNT(dV/dRAZ), shows lower correlations (39.0%)
with a large negative lag, indicating that its connection to VMAX is
hardly detectable on average over all simulations. The cumulative
sum of WNT(VmaxAZ) thus appears on average more correlated
to intensity than radial parameters, indicating that the symmetry
(as cumulatedWNTs quantify the azimuthal spectrum broadness)
of the maximum wind ring anticipates intensity changes.

To refine the statistical identification of intensity variations,
composite analyses during phases of strong intensity varia-
tions are studied. First, phases of RI (.15 m s21 day21) and
rapid weakening (RW; ,215 m s21 day21) are examined
(Fig. 11). The radial wind gradients time derivatives are

positive during RI phases (Fig. 11a), and negative during RW
phases (Fig. 11c) with a slight lag of 22 to 1 h for their ex-
tremes. On the other hand, the azimuthal WNTs are positive
on average before and at the beginning of RI phases
(Fig. 11b), and negative before and at the beginning of RW
phases (Fig. 11d). WNT(VmaxAZ) shows stronger values than
WNT(VmaxAZ), and a marked lag of about25 h.

Cases of restoration and deterioration of intensification
were also studied (Fig. 12). Radial gradients tend to increase
during restorations and decrease during rapid deteriorations.
WNT(VmaxAZ) evolves similarly but with a slight anticipa-
tion and more marked variations (Figs. 12b,d, green curve),
especially during deterioration phases where the composited
WNT(VmaxAZ) peaks Dt 5 1 h while all radial parameters
still decrease steadily up to Dt 5 14 h. On the other hand,
the WNT(dV/dRAZ) is notably positive or increasing during
restoration phases but shows no significant variation during
deterioration phases before Dt 5 12 h (Figs. 12b,d, red
curve).

These observations indicate that 1) while the radial struc-
ture evolves smoothly and in conjunction with intensity, as
observed on case studies in section 4b, the WNT(VmaxAZ)
variable has a better potential to anticipate strong intensity
changes, and 2) the eyewall descriptor of asymmetry evolu-
tion, WNT(dV/dRAZ), is also sensitive to RI and restorations,
even with a slightly larger anticipation, but shows no connec-
tion to RW and deterioration of intensity, possibly due to the
more transient and random character of eyewall dynamics
(Van Sang et al. 2008). Positive trends denote a process of
axisymmetrization and merging of polarized asymmetric per-
turbation around vortex center, which is associated with the
restoration and increase of the bulk vortex intensity. On the
other hand, negative trends indicate the reinforcement of
strong low wavenumber asymmetry within the vortex and the
instability of the convective ring. While the maximum wind
ring appears to be able to capture these prominent variations
in the asymmetry and stability of the convective and vortical
structure, the eye–eyewall radial gradient appears too tran-
sient in nature for such diagnoses.

The radial parameters moreover seem limited in terms of pre-
dictability as they only diagnose the bulk structure state of the
vortex and thus can only help knowing its current intensity, stabil-
ity, or intensification regime. On the other hand, WNT(VmaxAZ)
has the potential to be a good diagnosis of ongoing intensity mod-
ulations, and to infer the prediction of rapid intensifications and
weakenings, or even of restoration and deterioration events
throughout the life cycle. To further assess the predictability

TABLE 3. Best average lagged cross correlations between time series of internal parameters and maximum wind VMAX along with
corresponding best lag. Cumulative sums of WNTs are computed, as WNTs alone are temporal derivatives and thus have a low
correlation with VMAX.

Internal
parameter dV/dRNC dV/dREW dV/dREW 2 VMAX/RMW

Cumulative sum
[WNT(dV/dRAZ)]

Cumulative sum
[WNT(VmaxAZ]

Best cross correlation
with VMAX

0.472 0.451 0.381 0.390 0.677

Best lag (h) 24 24 24 220 26
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potential of these different variables, we assess in the next section
the contribution of these variables in the classification of positive
and negative intensification rates.

d. Prediction score improvement including internal
structure evolution

The machine learning classification method described in
section 2f was applied to model outputs in order to comple-
ment the characterization of interactions between internal
structure and intensity variations, taking into account nonlinear
interactions and a larger amount of variables altogether. The
classification method was designed to dissociate intensifying
and weakening TCs, with target groups defined as intensifica-
tion rates above 5 m s21 day21 and under 25 m s21 day21.
The classifications are performed using subgroups of 4 varia-
bles taken among instantaneous mean vortex parameters (i.e.,
latitude, maximum wind, RMW, and eyewall radial gradient),
time-dependent structural parameters (i.e., time derivatives of
mean radial gradients, explained variance by WN groups, or
spectral low-to-high WNT for the two azimuthal signals), and a
random control variable.

The sensitivity to the time scale used to define intensification is
assessed by performing the classification over intensification rates
computed on time series smoothed with filters at 12, 24, and 48 h.
Results are summarized in Fig. 13, showing the five best predic-
tion scores compared to a control combination of instantaneous

variables (i.e., VMAX 1 RMW 1 latitude 1 random, first score
on the left). Combinations including time derivative of the radial
and azimuthal structural parameters significantly improve the
score compared to the control combination by at least 11% for
all intensification smoothings. Slightly higher scores and improve-
ments (up to 13%) are achieved when considering a much
smoother intensification rate.

To evaluate the parameters contributing the most to the
classification, the number of occurrences of each variable
among the 10 best combinations is counted (Fig. 14). The ab-
solute latitude and time derivative of dV/dRNC appear in all
the 10 best combinations, and for all smoothing periods,
meaning these two variables are the best contributors to the
classification. This, not surprisingly, indicates the predomi-
nance of synoptic and vortex-scale dynamics as drivers of in-
tensification phases. Latitude is a good descriptor of the TC’s
life cycle at the first order: intensification usually occurs at low
latitudes while weakening goes with the higher atmospheric
shear and colder sea surface temperature present at higher
latitudes at the end of the TC life cycle. The near-core gradi-
ent was also expected as a good descriptor as it was spotted as
highly correlated to the intensity in section 4b.

The following most contributing parameter is WNT(VmaxAZ)
(present in 6 of the 10 best combinations). This supports
the above results showing a good correlation of cumulative
WNT(VmaxAZ) and intensity, and composites of intensification

FIG. 11. Median composites of internal structure parameters over all events of (top) rapid intensification (RI) and
(bottom) rapid weakening (RW), with the time lag around the event indicated on the x axis. RI phases are defined as
time steps where the time derivative of VMAX smoothed with a 12-h cutoff period is above 15 m s21 day21, and RW phases
under215 m s21 day21. (left) Time derivatives of dV/dRNC (green), dV/dREW (red), and dV/dREW 2 VMAX/RMW (blue)
along with VMAX (black). (right) Values of WNT(VmaxAZ) (green) and WNT(dV/dRAZ) (red). Solid curves show the
mean and dotted curves show the lower and upper quartiles of each composite. Maxima (top) and minima (bottom) are
denoted by triangle markers.
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phases. Its role as a predominant predictor thus indicates that the
classifier is sensitive to the azimuthal variability and balance
in WN distribution within the ring of maximum winds. For a
smoothing of 48 h in intensification, this predictor is less present
(only 3 occurrences over the 10 best combinations) highlighting,
here again, that variations in the wind field asymmetry and

spectral distribution are more connected to short-scale intensity
variations than to the overall TC life cycle scale.

The lower contributions of VMAX and RMW and of other
internal structure variables (i.e., eyewall radial wind gradient,
instantaneous radial gradients, WNT(VmaxAZ) and WNs
6–180 explained variances) show that the information contained

FIG. 13. Prediction scores for the classification of positive and negativet(VMAX) (i.e., intensi-
fications and weakenings, respectively) for the control combination VMAX 1 RMW1 latitude1
random (on the left) and for the 5 best scores obtained by integrating internal structure time-
derivative predictors. The different curves denote the values obtained for intensifications/
weakenings computed with different smoothing applied to the VMAX signal (cutoff period between
12 and 48 h). The relative difference between the control and the best combination scores is
written in the legend.

FIG. 12. As in Fig. 11, but for events of fast restoration and fast deterioration. Restoration events are defined as
simulations time steps where the smoothed VMAX time series (12-h cutoff period) is at a local maximum of its second
derivative (i.e., local maximum of intensity acceleration) and followed by a phase of positive intensification rate.
Deterioration events are defined conversely at local minima of VMAX second derivative followed by a negative inten-
sification rate.
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in these signals is less statistically useful for the diagnosis of in-
tensity variations or redundant with other variables (e.g., RMW
may be redundant with latitude as the TC size evolve with
latitude).

5. Summary and discussion

In this study, seven major TC cases (reaching at least cat-
egory 4 during their life cycle) are simulated with the WRF
Model at 1-km resolution thanks to a grid-nesting strategy
using vortex-following moving nests. These simulations are
designed to statistically evaluate the evolution of the TC
surface wind field structure in relation with intensity varia-
tions. This work follows on a recent study by Vinour et al.
(2021) showing that inner-core fine-scale asymmetry and ra-
dial profile diagnostics retrieved from SAR imagery have
the potential to improve the statistical predictability of TC
intensification rates compared to synoptic/mean vortex
parameters only. Here we evaluate the added value of
having the temporal evolution of the wind field structure,
and particularly its fine scales, to further analyze the con-
nections between vortex internal changes, and TC intensity
modulation.

The TC surface wind field is thus described in this study
with 3 kinds of parameters: the mean-vortex parameters
(VMAX, RMW, latitude), the mean wind-profile parameters
(eyewall and near-core radial gradients), and the azimuthal
asymmetry parameters (azimuthal wavenumber decomposi-
tion of eyewall wind gradient, and maximum wind ring inten-
sity). The time evolution of these parameters is assessed
through their time derivative or in the case of azimuthal asym-
metry through a variable named wavenumber trend (WNT),
which characterizes the concurrent and opposite evolution of

the variance explained by low and high WNs (respectively as-
sociated to vortex and local scale). Such parameters were de-
signed to allow their diagnosis from SAR surface wind fields,
and are shown to be good proxies of processes of axisymmet-
rization and vortex response to perturbations, such as internal
mixing, merging, and organization of local potential vorticity
inside the parent vortex which were depicted as the main drivers
of TC dynamics in recent theoretical advances (Montgomery
and Kallenbach 1997; Montgomery et al. 2006; Montgomery and
Smith 2017; Smith et al. 2021).

The simulations fairly represent the average TC contraction
with intensity, with a noted underestimation of the eyewall
and near-core gradients, and an overestimation of the RMW
for the strongest winds (category 4 and above). The azimuthal
asymmetry of the eyewall gradient and the maximum wind
ring are also realistically modeled, with only a slight shift to-
ward a lower maximum wind variability than observed with
SAR. The model limitations in featuring high values of maxi-
mum wind and radial gradients, small RMWs, and high asym-
metry in the maximum wind contour may be attributable to
the effective resolution of simulations (which is approximately
7 km, which is coarser than the 3-km resolution of SAR), to
the model numerics, or to the model parameterizations.
Several studies have shown that a small difference in spatial
resolution can cause large discrepancies in the simulated maxi-
mum intensity and the featuring of small-scale variability (Fierro
et al. 2009; Gentry and Lackmann 2010; Gopalakrishnan et al.
2011). Guimond et al. (2016b) and Hasan et al. (2022) also
spotted a too strong numerical dissipation associated with
the implicit scheme and notably the low-order spatial discreti-
zation of the pressure gradient, which significantly impacts
the TC intensification. Intensity and intensification are also
strongly sensitive to the microphysics, surface, and boundary

FIG. 14. Bar plot showing the number of occurrences (y axis) of each variable (x axis) among
the 10 best combinations retrieved from the classification of positive/negative t(VMAX), for
different values of smoothing (same color code as Fig. 13).
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layer parameterizations (Li and Pu 2008; Nolan et al. 2009a,b).
Besides these limitations for highest winds, the model simula-
tions are shown to realistically represent the TC’s internal struc-
ture, its variability in time and space, as well as its intensity
variations.

A comparison of the time spectra of extracted signals
shows that the radial eyewall and near-core surface wind gra-
dients evolve on a time scale similar to intensity, while azi-
muthal parameters, and especially the evolution in wind
variance explained by local or vortex scales, are closer to the
time scale of intensity variations. This suggests a separation
between radial and azimuthal descriptors: while radial gra-
dients tend to describe the state of the vortex, roughly fol-
lowing its maximum intensity, the azimuthal variability of the
inner core has a larger connection with short-scale intensity
changes, and is associated more to intensity modulations
than to its magnitude.

The radial profile is observed to sharpen/contract when inten-
sity increases and/or restores, while increased variance at small
scale and concurrent decreased vortex-scale variance in the max-
imum wind ring are observed to precede phases of rapid intensi-
fication and restoration, and opposite behaviors are observed
during rapid weakenings and deterioration of intensification.

This is consistent with previous studies associating, on one
hand, the eyewall and maximum wind area distortions with
barotropic instabilities and vorticity mixing disrupting the
convection (Schubert et al. 1999; Kossin and Schubert 2001)
and, on the other hand, restoration of intensity with symme-
trization and homogenization of the vortex through vorticity
merging and internal wave propagation (Montgomery and
Kallenbach 1997; Montgomery et al. 2006). As described by
the rotating-convection paradigm (Montgomery et al. 2006),
energy transfers between local asymmetric scale and vortex
symmetric scale are tightly related to the intensification and
restoration of TC intensity. Although this paradigm was ini-
tially developed to describe the intensification of the vortex
from a preexisting disturbance, i.e., the first stages of TC in-
tensification, it is also applicable to mature intensity variations
(Smith et al. 2021) and linked to other energetic axisymmetri-
zation processes such as VRWs. The WN trends studied in
this work are not equivalent to a kinetic energy cascade: ac-
cording to Guimond et al. (2016b), such budget would require
considering the diffusion and pressure gradient force contri-
butions, which cannot be estimated from the surface wind
field alone (and could not be estimated from observations).
However, the present results manage to relate explicitly the
variations of intensity to concurrent evolution of the asym-
metric structure between polarized/vortex-scale and wide-
spread/local-scale regimes. Our results further highlight that a
metric such as the concurrent and opposite trend between
large- and small-scale variance in the maximum wind ring
may be a good proxy to anticipate intensity changes from
high-resolution wind observations, suggesting a strong poten-
tial for forecast.

Although the time lag can vary significantly between cases,
the observations made on case studies were confirmed by a sta-
tistical composite study of all rapid intensifications and weaken-
ings, and restoration and deterioration of intensification over all

simulations. The maximum wind ring spectrum wavenumber
trends indeed appear, averaged over all simulations, as slightly
anticipating restoration and deterioration events by approxi-
mately 5–6 h.

The specificity of the maximum wind ring asymmetry for
the diagnosis of ongoing and upcoming intensity was finally
further highlighted by a machine learning classification of in-
tensity variations. Overall, including time derivative of the ra-
dial and azimuthal structural parameters significantly improve
the classification score (by at least 11%, and thus reaching
about 75%) compared to considering only vortex-averaged
parameters. The main contributors to the dissociation of
phases of positive and negative intensification rates were the
absolute latitude, the time derivative of near-core wind speed
radial gradient, and the wavenumber trends of the maximum
wind contour.

In contrast, the amplitude and asymmetry of the radial gra-
dient between the eye and eyewall showed a slightly lower
connection than expected with intensity changes (with intensi-
fication phases only). Indeed, a modification of the eye–
eyewall surface wind profile can reveal a change of regime
(Kossin and Eastin 2001) or, as described by Nguyen et al.
(2011), a vacillation cycle of the eyewall, reflecting ongoing in-
tensity changes. Yet, the classifier of intensification regimes
clearly favored the near-core gradient rather than the eyewall
gradient. This might indicate a mismatch between the studied
time scales and variabilities: the mixing and vacillation cycles
occur on typical time scales of 12 h in total, meaning the tran-
sition from one phase to another occurs within about 6 h, a
time scale that is almost absent from intensity time series due
to the applied 12-h cutoff period filter. This study was rather
focused on persistent internal variations linked to marked in-
tensity modulations (inferring the 12-h time-scale choice). It is
most likely that a study of intensity variations at a finer time
scale would help completing the causality chain between local
short-scale perturbations of the wind field, eyewall convec-
tion, and vortex intensity modulations, although statistical con-
sistency would be more difficult to obtain given the still limited
number of samples and the large variability of the dataset.

Overall, this study strongly suggests that the diagnosis of
several TC wind field parameters from available real-time ob-
servation sources could help improve intensity forecasts. In
particular, the azimuthally averaged near-core radial wind
gradient (between 1 and 3 times RMW) appears as a consis-
tent proxy for TC intensity, and its sharpening/broadening is
tightly connected to broad changes in TC intensity. This is an
interesting perspective for operational forecast considering
that this parameter can be easily measured from radiometers
or scatterometers whereas accurate maximum wind speed es-
timates require a high resolution, as shown, for instance, by
Combot et al. (2020) comparing radiometers to SAR esti-
mates. The evolution of the maximum wind asymmetry distri-
bution at vortex scale and local scale is noted as crucial.
Although only partially describing the kinetic energy cascade
going through the vortex, it is spotted as a consistent descrip-
tor of ongoing and future intensity modulations, specifically
rapid intensification and restoration events. As this variable is
not measurable with precision from radiometers or scatterometers
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due to their coarser resolution, this advocates for regular high-
resolution observations of surface wind fields under TCs. A real-
time operational measurement of azimuthal wavenumber trends
in the maximum wind ring could certainly help bridging the gap
encountered today in the meteorological forecast of TC intensity.
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