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Abstract :

Local earthquake tomography (LET) is a popular method for inverting arrival time picks of local-regional
earthquakes for P- and S-wave velocity and hypocenter parameters in seismically active regions. This
popularity is due to some robust and well-documented open-source codes that are sometimes used as
black boxes. The availability of a very complete time-pick database on the Western Alps gives us a chance
to thoroughly investigate the influence of the numerous processes and parameters involved when
applying LET to the Western Alps or similar targets. From a subset of high-quality manual picks (1989-
2014), we compute preliminary P and S velocity models that are used to predict arrival times for later
events and allow the selected fusion of picks downloaded from different seismological agencies for a
consistent 33-year database (1989-2021). Different model reconstructions are proposed by selecting
different subsets of the arrival time dataset. Aside data input into the LET, influence of initial stratified or
three-dimensional velocity models and related initial earthquake locations is investigated together with
grid discretization, Laplacian smoothing and damping parameters in the standard penalty approach
commonly used by LET codes. These numerical parameters account for the expected limited resolution
of seismic waves due to their finite-frequency content. Parameter selection is handled by the user,
whereas frequency impact is only implicit in the onset picks. The earthquake distribution allows a
reconstruction down to 40-km depth over an area of ~ 500x500 km2. Robust features such as the high-
velocity Ivrea body anomaly, and a deep low-velocity anomaly associated with crustal thickening
underneath the mountain belt survive whatever the tomography strategy and parameters. Finally, a
comparison with previous LET reconstructions suggests that finite-frequency content be explicitly
incorporated through wave equation tomography to improve spatial resolution. This would fully exploit
observables collected from seismograms, albeit with a significant increase in computer costs.
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1 INTRODUCTION

Local earthquake tomography (LET) is aswidely used optimization technique for the joint
reconstruction of P and S-wave velocities and hypocenter parameters (e.g., Thurber 1983;
Eberhart-Phillips 1986). Several robust algorithms for LET schemes have been developed by
different groups that are distributedreely. The SIMULPS code is very popular thanks to
the publication of a detailed description (Evans et al. 1994) and clear instructions for use.
Numerous other codes have been proposed that differ essentially by the velocity description
(continuous or discentinuous) and the inversion strategies (e.g., Zhao et al. 1992; Roecker et al.
1993; Koulakov 2009). The availability of these codes, the reasonable size of input files and
the rather low\computation costs make LET an easy-to-use seismic tomography method in
regions‘prone to local earthquakes. Unlike other methods such as ambient-noise tomography
for example, both P and S-wave velocities (or V},/V; ratio) can be imaged provided that P and
S-wave picks are available. The joint inversion for seismic velocity and hypocenter parameters
is & unique feature of LET that makes it not only useful for structural investigations but also

for seismotectonic studies and seismic hazard assessment. In the Western Alps, our case study,
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Local earthquake tomography in the Western Alps 3

LET has been used extensively to probe crustal structures and improve earthquake locations

(e.g., Solarino et al. 1997; Paul et al. 2001; Diehl et al. 2009a,b; Solarino et al. 2018).

This easy-to-use tool must however be handled with care. It is based on ray theory, result-
ing in an infinitely discrete illumination by rays of the continuous Earth block to be imaged.
The trade-off between wave velocity and hypocenter parameters must be given close consider-
ation. The non-linear inverse problem is solved through iterative linearized steps with smooth-
ing constraints starting from an initial model with given velocity structure and hypocenter
locations. Even for a given discretization of the velocity model, a wide range of output models

would explain the data equally well regardless of input data quality.

The purpose of this paper, targeted for practitioners, is to show how to avoid these pitfalls;
and why and how the LET is model-driven while honoring data fitting. The focus will bhé¢ on
possible standard strategies for reconstructing the velocity and hypocenter parameters, while
assessing the influence of the selection of arrival time picks, the initial choicé. of parameters,

the discrete velocity description and the optimization approach.

The Western Alps (France, Italy, Switzerland) is our case study. The séismicity level being
low to moderate, body wave arrival time tomography requires that\earthquakes be monitored
for a long enough time period. Our arrival time database covers'merethan 30 years, from 1989
to 2021. The drawback of the long recording time is the heterogeneity of the dataset, derived
from constantly evolving seismic networks, and variéus picking methods, manual, automatic
or mixed. In the earlier time period 1989-2014, we,take advantage of the high-quality dataset
compiled by Potin (2016) that includes nearlyta million of P and S times carefully picked
by visual inspection of a single experienced ‘eperator. This high-quality dataset is used to
investigate the effect of several inversionyparameters and to design an optimal workflow that
is later applied on a more exhaustive, but far more heterogeneous dataset spanning the 33-
year time period. Applying this workflow developed on a high-quality dataset to a lower-
quality dataset can be viewed Jas a fusion strategy for heterogeneous datasets. For the more
heterogeneous datasets, we select initial model and hypocenter parameters from the outputs
of the high-quality, dataset. This dedicated fusion strategy therefore mitigates the tradeoff

issue between hypocenter parameters and seismic velocities, in addition to removing outliers.

The“Alpine belt is a prime target for seismic tomography because it is an emblematic
mountain, range where a number of important geological concepts have been proposed such
as mappe theory (Argand et al. 1911), or continental subduction. Indeed, Chopin (1984) pro-
vided the first mineralogical, direct evidence of continental subduction with the discovery of

coesite in eclogite-bearing rocks of the Dora Maira massif (NW Italy). In addition, the three-
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4 Local earthquake tomography in the Western Alps

dimensional shape of the arc of the Western Alps poses a particular challenge for seismic
tomography. A number of geophysical investigations have been carried out since the 1980’s to
probe the crustal structure of the Western Alps and constrain geological models. In addition
to LET studies cited above, the Western Alps crust has been probed by controlled-source seis-
mology (e.g., ECORS-CROP DSS Group 1989; Nicolas et al. 1990; Thouvenot et al. 2007),
ambient-noise tomography (e.g., Stehly et al. 2009; Lu et al. 2018; Zhao et al. 2020; Nouibat
et al. 2022), receiver-function studies (e.g., Zhao et al. 2015; Paul et al. 2022), and teleseis-
mic full-waveform inversion (Beller et al. 2018). The review article by Malusa et al. (2021)
presents a synthesis of recent seismic tomography works and their geological interpretations.
Our LET applied to the most comprehensive arrival time database available to-date givesia
new 3-D crustal P- and S-wave velocity model of the Western Alps. A short comparison with
the most recent tomographic models will be done, as an in-depth discussion of its contribution
to crustal structure is out of scope for this paper.

The second section of this article is devoted to a description of the thrée subsets of picked
times considered in our reconstruction of velocity models and hypocenter locations. In the
third section, we review the steps of local earthquake tomography and discuss parameters
that matter in the inversion process: (i) representation of théicontinuous P and S velocity
models by Cartesian grids with smoothing constraints, (ii)-fexward approach for computing
source-receiver rays, arrival times and sensitivity parameters based on a widely used Eikonal
solver (Podvin & Lecomte 1991), (iii) inversion précedure/and practical implementation using
a number of hyperparameters. The tuning of the parameters is illustrated in the fourth section
through application to the high-quality arrival time dataset, which also provides some flavour
of the variability of reconstructed models. We conclude by suggesting a few new approaches

to improve local earthquake time tomography.

2 CASE STUDY: SEISMICITY DATABASES IN THE WESTERN ALPS

A crucial step for athigh-quality reconstruction of LET parameters is the picking of accurate
arrival times (Diehlet al. 2009b). Our first dataset is derived from the careful manual analysis
of seismic waveforms for P and S time picks performed by Potin (2016), with data from five
permanent seismic networks, SISmalp (https://sismalp.osug.fr), CEA-DASE (http//:www-
dase.ceadfr), RéNaSS (https://renass.unistra.fr), RSNI (http://www.distav.unige.it/rsni/), and
SED (http://www.seismo.ethz.ch), complemented by a few temporary networks.

The target zone defined by Potin (2016) is [4.5°E - 10.5°E ; 43°N - 47.5°N] (Fig. 1). The

maximum depth below sea level is 90 km to include deep events noticed by Cattaneo et al.
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Figure 1. Map of the target zone in the Western Alps with station distribution for(the”Potin (2016)
database on the left (1989-2014) and the new, full database on the right (1989-2021).

(1999) and Eva et al. (2015). The database is characterized by a\dense station distribution
(spacing 30-40 km), a completeness magnitude below 2 with ~36,000 well-located earthquakes
(Potin 2016). The number of manually picked arrival times is,.almost a million over the time
period 1989-2014. Earthquake foci are rather shallowawith 50% above 10-km depth and 85%
above 15 km. We will show that earthquake digtribution allows for velocity reconstruction to
~ 40-km depth in spite of shallow hypocenters.

The Potin (2016)’s dataset, named/POTIN-89-14, is split into two different databases: a
high-quality one named HQ-89-1/with atAdeast 12 P and 6 S picks per event (regardless of
possible gaps in azimuthal distribution); and a standard database for tomographical purpose,
named SQ-89-1/, with at least'6 (P or S) picks per event (Table 1).

In Europe, the past two decades have witnessed a dramatic growth in seismic station
coverage with incréasing, open access to seismic waveforms and products, thanks to OR-
FEUS (http://www.orfeus-eu.org) and EPOS (https://www.epos-eu.org). We could therefore
complement the ROTIN-89-1; dataset with selected time picks downloaded from networks
SISmalpy, RéNaSS, RSNI and SED for the time period 2015-2021, and create a new database
named WAlps-89-21 spanning the whole 1989-2021 period (Fig. 1 right). Events with at least
6 picks have been selected from the WAIps-89-21 dataset to obtain the WA-89-21 database
for-tomography (Table 1).

Fusion of time-picks databases must be done with care, as data quality can be highly
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6  Local earthquake tomography in the Western Alps

H Database \ Selection \ Events \ Stations \ P picks \ S picks H

| POTIN-89-14 | All picks | 54409 [ 373 | 542818 | 460 129 ||
HQ-89-14 [>12P&6S[ 13022 | 367 [ 309228 [ 263 498

SQ-89-14 > 6picks [ 50331 | 373 [ 533499 | 451 517
| WAIps-89-21 |  Allpicks | 82088 | 1043 [ 952 317 | 670 786 ||
[ WA-89-21 | >6picks | 75538 | 1043 [ 936977 | 661 522 |

Table 1. Number of events, stations, P and S picks for the original Potin (2016)’s database POTIN-
89-14, its derivatives HQ-89-14 with at least 12 P picks and 6 S picks, and SQ-89-14 with at least
6 picks, the newly created Western-Alps database WAlps-89-21 and the selected database WA-89-21
with at least 6 picks.

variable due to differences in acquisition systems and picking strategies, whether manual or
automatic (Maupin 2020). We will show that strict screening of the new database is useless,
because the 3-D velocity models obtained from database HQ-89-14 are accutaté enough for
a fair prediction of synthetic times to be compared to picked times. We assume that initial
hypocenter locations (HYPOT71) are reliable enough to allow data“selection based on the
comparison of observed and synthetic times. In this way, incorrect picks aré eliminated. We will
only disregard observed times with an initial arrival time residualaboeve 10 s when considering
initial model and hypocenter parameters, leading to the speeified time picks (Table 1). Using
LET is thus an integral part of our fusion strategy. We believe that this strategy makes
database WAlps-89-21 of similar quality as database POTIN-89-14, but with a much larger
number of picks from a greater number of stations’improving spatial coverage (Tab. 1 and

Fig. 1).

3 LET METHOLOGY : A REVIEW

In this section, we decomposeth€ LET process to clarify the contribution of parameters left

to user’s choice.

3.1 Discrete model space: velocity and hypocenter parameters

In the joint\reconstruction of P and S wave velocities and hypocenter parameters by LET,
special attention should be paid to the spatial velocity description and discrete hypocenter
representation. Indeed, the various software codes differ in the velocity description, either
continuous or discrete. We consider here a continuous description over a regular Cartesian

grid, often referred to as nodal approach, built from a transverse Mercator projection which
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Local earthquake tomography in the Western Alps 7

approximatively honours distances over the 6°E longitude range in the target zone [4.5°E -
10.5°E]. Between grid nodes, we assume trilinear interpolation of the slowness, the inverse of
velocity. We consider regular sampling of 5 km for horizontal axes and 2 km for the vertical
axis. Such spacings are smaller than the expected spatial resolution of the reconstruction, but
independent of the discretisation for computing times and rays. Some hyperparameters of the
inversion procedure will be used for controlling the spatial content of the reconstructed image
in connection with the expected resolution. Doing so will remove any impact of the internal
linear interpolation of the slowness.

As our grid is made of ~100 x 120 x 50 nodes, the number of unknown velocity values
is 1,200,000, while the number of unknown hypocenter parameters ranges from 60,000°t0
280,000 depending on the selected dataset. This rough estimate shows that the number.of
unknowns with this discretisation is greater than the number of data, making the control of
the spatial content fairly crucial. A coarser grid is often used in LET althonghsSuggestions
have been made for relaxing the grid constraint (e.g., Thurber & Eberhart-Phillips 1999; Chiao
& Kuo 2001; Delost et al. 2008), or for a dynamically driven gridding strategy, illustrating
the importance of velocity discretisation (Fang et al. 2019). In this.work, we rely on velocity

smoothing constraints proposed by nearly all used tomographie,codes.

3.2 Forward problem and sensitivity assessment

Considering the current P or S velocity inversion‘grid) slowness values are re-sampled over a
fine regular 2-km grid by linear interpolatien in‘the three directions. This step is required to
compute a travel time grid accurate endugh for ray tracing using an efficient Eikonal solver
with receivers as initial sources (Podvin'&/Lecomte 1991). Inside the computed travel time
grid, ray tracing with a specific ray sampling of 0.5 km goes downhill on the time landscape
from any source back to the\receiver, which is the only point with zero initial travel time (Le
Meur et al. 1997). Due to, discrete time interpolation, very few rays can be missed in this
back-tracing strategy, which are often related to strong velocity gradients. The missing rays
do not impact thesinversion as they are very few in number. Once the rays have been traced,
the forward grid is-left behind and we end up with discrete segmented rays, discrete velocity
parameters ‘and discrete hypocenter parameters.

Rather/than using times computed by the Eikonal solver, we compute time along the
computed ray using the Simpson rule of the integral of the slowness assuming again a trilinear
intérpolation of slowness over the grid. This improves accuracy of time estimation (e.g., Latorre

2004; Monteiller 2005; Monteiller et al. 2005). Simultaneously, Fréchet derivatives of travel
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8  Local earthquake tomography in the Western Alps

times with respect to the cell nodes crossed by the ray are estimated using the same trilinear
interpolation of slowness. The sensitivity matrix with respect to velocity parameters is quite
sparse and it is stored through a compressed row storage (CRS) strategy. Let us emphasize
that such a projection on grid nodes is the first discrete impact on the spatial spreading of
such a sensitivity velocity matrix. The spatial resolution limit of the reconstructed image is
not explicit and must be estimated during the optimization by the user. We will show that
ray tomography can indeed build high-wavenumber images. Most users of ray tomography
expect it to provide images with low-wavenumber content; this misconception is based on the
common use of smoothing operators triggered by the user over the hard-coded grid spreading.
The activation of such a triggering comes from the Occam’s razor principle and not from the
assumed ray approximation. Moreover, the known limited frequency range of seismic“waves
promotes such a low-wavenumber content when considering first-arrival times and the related
transmission regime of wave-medium interaction.

We complement the velocity sensitivity matrix by derivatives with respect to hypocenter
parameters, which is minus the slowness vector at the hypocenter for Cartesian coordinates
and one for the origin time. The slowness vector at the hypocenter is deduced from the dis-
crete ray by a finite-difference estimation at the hypocenter position| The CRS strategy is still
active when adding these Fréchet derivatives to the global sensitivity matrix. However, such
sensitivity matrix with respect to hypocenter parameters presents a very different pattern
than P and S velocity sensitivity matrices with respectito’data. Balancing influences of these
four sensitivity matrices (one for P velocity values, on€ for S velocity values, one for Cartesian
hypocenter coordinates, one for hypocentertorigin times) is case-specific and a quantitative
illustration of the potential impact of scaling these different sensitivity matrices is given by
Le Meur et al. (1997) through a singular, value decomposition (SVD) analysis. This challenge
of multi-parameter inversion+has-not been fully overcome (Roecker et al. 2006). Most com-
puter codes rely on a spegific calibration between slowness/velocity sensitivity and hypocenter
coordinates/origine-time sensitivity which is left up to the user through synthetic tests. We
face the same issue in, our tomographic application to the Western Alps target, even if we

consider normalized quantities.

3.3/ Inyverse problem

Seismic tomography involves inverting discrete and thus incomplete information (collected at
points on the Earth’s surface), with uncertainties. For practical use, the imaged Earth block

must be discretized. As a result, the inverse problem is ill-posed. In the LET case, hypocenter
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Local earthquake tomography in the Western Alps 9

parameters are naturally discretized, whilst the user must specify the discretisation of the
velocity models. Numerous velocity models and hypocenter parameters fit data equally well,
so that geologic interpretation of images must be made with caution. The search for the so-
called “best”model combines a fit criterion to data with an operator assessing model roughness
as seen by the physics of seismic wave propagation. This operator can be tuned to geological
constraints.

The non-linear inverse problem proceeds in iterative linearized steps starting from an ini-
tial model with given velocity models and hypocenters. The linear system at a given iteration
can be written as At = JAm where At is the time difference between observed and synthetic
arrival times, Am is the model increment, and the sensitivity matrix J is computed using
rays (e.g., Um & Thurber 1987; Rawlinson & Sambridge 2004). The model increment Am .can

be defined in a compact way by:
argmin || JAm — At|]> + M|LAm||* + ¢]|Am||%, (1)
Am

where £ is a smoothing operator required for getting a solution of minimal norm using two
hyperparameters, the scalar hyperparameter A\ and the damping hyperparameter €. This op-
timization is adapted to a mixed-determined problem where some parameters are sampled by
many data while others may not be. The selected hyperparameters narrow the model descrip-
tion by favouring the smoothest models, according t6 the so-called principle of parsimony
(also named Occam’s razor principle: the simplest. explanation is usually the best one) as
suggested by Constable et al. (1987) among others. We refer the reader to the seminal articles
Tarantola & Valette (1982), Greenhalgh et al. (2006), and to textbooks on the general formu-
lation of the inverse problem (e.g., Tarantola 2005; Menke 2012). The numerical solution of
equation (1) may be performed invarious ways, as hyperparameters operate in different ways.
The usual way to solve this nenlinear inverse problem relies on the penalty approach where
an augmented linear system must be solved (Menke 2012). This augmented linear system is

described in Supplementarystéxt S1 and could be written in the following way:

-WD%k Wb %k- Wp(tops — t(my))
D 0 Asy, 0
= : (2)
el 0 Ahy, 0
| 0 el | i 0 ]

This linear system highlights the difference between slowness/velocity parameters for contin-
uous model description and hypocenter parameters which are discrete by definition, at least

in the ray formulation. The model to be reconstructed is split into two sub-models m = (s, h)
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10  Local earthquake tomography in the Western Alps

and increments Am = (As, Ah), where h denote the hypocenter parameter vector and s the
slowness vector. The initial velocity model (in fact slowness model) is often a stratified model
(i.e. depth-varying velocity). Initial hypocenter locations are computed with HYPO71, which
is the standard code for locating earthquakes in a stratified model (Lee & Lahr 1972). Arrival
times are computed in this initial model mg = (sg, hg) and the inversion aims at computing
a better model (with a better fit to observed arrival times), assuming the earthquake origin
times are known. At iteration k, model my is perturbed by Amy = (Ask, Ahg), such that the
predicted arrival time t(my) + 0t/Om(my) Amy, is closer to the observed arrival time ¢ys. A
weighting matrix Wp is added for removing outliers from the arrival time dataset. In all our
applications, data with residuals larger than 4 s are removed, and a linear weight is applied

that decreases from 1 for 3 s residuals to 0 for 4 s residuals.

Because different physical quantities are considered in this linear system, we (scale each
parameter of the four classes (V}, Vs, (z,y, 2),%9) by the maximum norm of<{celdmns of the
sensitivity matrix for the corresponding class. This adimensionalization proeedure is not used
in most LET computer codes, which rather apply empirical scaling=ef.partial derivatives
through numerical tests as mentioned earlier. While it is rarely proposed in an explicit way,
such generic scaling appears to be working in most cases. We are using the LSQR algorithm
which requires only matrix-vector products for getting the damped least-squares solution

(Paige & Saunders 1982).

The smoothing required by the mixed-determined’ structure of seismic tomography is
an often-used Laplacian seven-points finite<difference smoothing operator L. The spatial-
derivative operator D is deduced for each nede of the inversion grid. More sophisticated
smoothing strategies essentially based ‘on 5model covariance matrices can be considered as
long as spatial derivatives can be.estimated (Tarantola 2005). The Laplacian-smoothing hy-
perparameter A\ will limit yariations of the spatial second derivative of the slowness model,
leading to smooth velocity models while still trying to fit the observations. A more physical
interpretation of this hyperparameter is the reduction of possible diffraction patterns in the
computed arrivaltimesy’since the diffraction curvature depends on spatial second derivatives
of slowness (Il & 'Fomel 2013). However, because of the acquisition geometry, we essentially
split the Laplace operator leading to two separate terms A\, D, + A\,D, and \,D, where the
first/one includes only horizontal derivatives and the second one vertical derivative. Even when
selecting A\, = A, = A, the spatial influence is different because of different horizontal and

vertical inversion grid spacings and because of the Laplacian split.

The damping hyperparameter € helps regularize ill-conditioned systems. The LSQR. algo-
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Local earthquake tomography in the Western Alps 11

rithm will consider this damping influence, still in the framework of penalty strategy, that
prevents model perturbations from being too large at each iteration. The choice of this pa-
rameter can be driven by the shape of the L-curve (Hansen 1992). Detecting the kick point in
the L-curve may however be difficult (Potin 2016). In case the hyperparameter ¢ happens to
be too small, model perturbations are limited by hard constraints, which amount to 800 m/s
for V},, 600 m/s for Vj, 1500 m for horizontal perturbation of hypocenter location, 500 m for
vertical perturbation and 1.5 s for origin-time perturbation. These hard constraints are not
critical and they may increase the number of iterations for reaching the expected values.

By solving this adimensional scaled system in the least-squares sense, we get a new model
my41 with better fit to observed data and a data misfit function given by:

Cols ) = 5 3 Wo(toss — tm))*. (3)

nobs

a weighted root-mean-square time residual given by:

1
nobs

RMS,, =

S W (ters — t(m))2, (4)

nobs
and a total root-mean-square time residual given by:

1
nobs

RMS =

Z(tobs — t(m))? (5)

nobs
The reduction of both RMS,, and RMS is an expression of the database quality, and a
way to feel confident that the least-squares strategy’constrained by velocity model smoothing
description is still mainly controlled by thecdatanfit.

Aside these hyperparameters involved ‘in the least-squares formulation, other inversion
strategies can be considered mainly/driven by prior information regarding the expected model.
One way is by adding an extra termyin the misfit definition where the distance to a prior
model is controlled by a new hyperparameter: building such a prior model is more difficult at
the lithosperic scale thanfor crustal reservoir targets with in-situ wells. A softer alternative
comes by smoothing, the slowness perturbation through a dedicated operator promoting ex-
pected structural*features. Limited illustrations of these smoothing strategies will be given in
Supplementary.text S2 (Suppl. Fig. S1), while building prior model requires a more in-depth
analysistef the geodynamic context. However, in this work, we only consider the widely used
Laplaciah-smoothing stragegy of LET codes.

Testing the influence of hyperparameters is an endless search. We advise the LET user to
foctis on parameters that most influence the outcome, i.e. the initial model and the spatial

discretisation hampered by the Laplacian smoothing component controlled by the smoothing
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12 Local earthquake tomography in the Western Alps

hyperparameter A. High values should be chosen for the damping hyperparameter € to ensure
that the non-linear inverse problem performs correctly in linear steps (Kissling et al. 1994).
Once a minimum misfit is reached for a given initial model, a local sensitivity analysis can
be achieved either by a checkerboard test or a spike test (Lévéque et al. 1993). In this paper,
we will consider a spike test which benefits from the modular structure of the tomographic
code that we are using (Latorre et al. 2004). However, LET users should be warned that such
local sensitivity analysis is in no respect a test of the solution’s unicity. The sensitivity analysis
of the expected resolution only tells us the local topography of the data misfit landscape at
the selected minimum solution. Even transdimensional approaches (Piana Agostinetti et al.
2015) cannot overcome this issue of solution unicity. We do not consider the related discrete-

velocity-model optimization in this article devoted to classical LET methodology.

4 TESTING LET PARAMETERS ON THE HIGH-QUALITY HQ)-89-14
DATABASE

As mentioned in the introduction, data quality and consistency are‘essential for a reliable
LET. In this section, we take benefit of the HQ-89-1/ database (Tableyl), which meets these
quality criteria, in order to test several inversion strategies and parameters and define the most
effective one for application to lower quality databases with higher spatial coverage. We use
the stratified initial model proposed by Potin (2016) for P, velocity (shown in Supplementary
Fig. S2) and the HYPO71 hypocenter locationsperformed in the reference SISmalp four-layer
model used routinely for locating earthquakes bysthe French RéNaSS observatory (red dots in
Fig. 2). The S velocity model is deduced byydiyiding P velocities by the V,,/V; ratio of 1.6933
obtained from the Wadati diagram/(Potin 2016).

All tested inversion scenarios‘leadto a reduction of the root-mean-square (RMS) time
residual from 0.78 s to 0.5%0.6\s depending on the selected strategy and hyperparameters.
Supplementary Fig. S4 shows' the weighted (~36%) and the unweighted (~30%) residual
reductions; their similarity illustrates the time picks quality. A damping parameter ¢ = 0.1
ensures small enotigh model perturbations at each iteration. The Laplacian-smoothing strategy
with a weight Xy , = 5 over the horizontal distance and a similar weight A, = 5 over the vertical
distancé\provides a rather smooth model with a significant data misfit reduction.

Supplementary Fig. S5 shows that the residual distribution has more positive values when
considering the initial layered model, while the residuals distribution driven by the least-
squares strategy balancing positive and negative residuals after the inversion is more symmet-

ric as expected by this misfit definition.
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Figure 2. Distribution of hypocenters (HQ-89-14 ddtabase)sRed dots: initial locations; Blue dots:
final locations. After inversion, hypocenters tend/te move’up at shallow depth (0-20 km) while they
tend to move down at larger depths (30-50 km) as shown in Supplementary Fig. S3. Deep events (>40

km) are observed in the Italian (Eastern)<side.

Reconstructed velocity models at iteration 21 are shown in Figure 3 at two depths, while
the final hypocenter locations are displayed as blue dots in Figure 2. Initial hypocenter loca-
tions are derived from the routine HYPO71 location process of the SISmalp network. Indeed,
we did not carry“eut a first location step in the initial model to mitigate the trade-off be-
tween velocity ‘and/hypocenter parameters, which is a well-known issue of such joint inversion.
Velocities at,10-km depth reflect sampling of the upper crust by seismological stations, as il-
lustratediby the clear correspondence between station locations in the Po basin and the strong
lowsvelocity anomaly centred at [8.2°E, 45°N]. Conversely, velocity slices at 20-km depth dis-
play rather stable features regardless of discretisation and hyperparameter values, such as the

low-velocity zone (LVZ) at ~ [6.8°E, 45 - 46.3°N] and the fast-velocity anomaly at ~ [7.3 - 8°E;
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Figure 3. Results of the inversion of the HQ-89-14 dataset. The.top panels show horizontal sections
at 10 km depth, with V,, model on the left, and V; model on the right. The bottom panels are sections
at 20 km depth. Epicenters with foci at less than 10-km vertical distance are plotted as brown dots.

Stations are shown as grey triangles. The black lin¢ labeled CC’ is the CIFALPS profile.

44.3 - 45.5°N] that is well-known as the\lvrea body seismic anomaly (e.g. Paul et al. 2001). We
will however see that the spatial éxtension and the amplitude of the velocity anomalies may
change with changing inversion.parameters. The hypocenter distributions are roughly similar
for the initial model and final models, thanks to the large number of picks (> 12 P and 6
S) controlling locations (Fig«2). Shallow earthquakes tend to move up during the inversion
while some deeper events’are moving down (supplementary Fig. S3) Depth sections in the V,
and Vi models along the CIFALPS reference profile are shown in Supplementary Fig. S6; they

will be used=later in comparisons with other final models.

4.1 “wInfluence of hyperparameters

In this section, we investigate the sensitivity of reconstructed velocity models to hyperpa-

rameter values. The variability, or stability of velocity anomalies is valuable information for
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Local earthquake tomography in the Western Alps 15

preventing over-interpretation. Since there are so many possible hyperparameters, a limited

number of scenarios are considered for illustration purposes.

4.1.1  Damping hyperparameter

For a given discretisation of the velocity subspace of 5 km in horizontal and 2 km in vertical,
we may consider only variations of the e damping hyperparameter applied in the LSQR solver
while keeping fixed the A\ smoothing hyperparameter. We have tested values of € from 100 to
0.01 while applying previously given values of the hyperparameter A. The selected € value of
0.1 allows an efficient decrease of the misfit when applying the penalty approach. Conversely;
a damping of 10 leads to a slow misfit decrease that may require hundreds of iterations. In
order to better separate the influences of the smoothing and damping hyperparameters, we
set A = 0 (no laplacian smoothing) and € = 10 (strong damping). The 20-km depth sli¢e in
the resulting V), model is displayed in Figure 4. It shows that, due to the ray approach, the
size of velocity heterogeneities is only controlled by the grid discretisation, since no spatial
smoothing is applied. The velocity image exhibits a high wavenumber=eentent that mirrors
the infinitely thin ray paths. Indeed, the limited frequency content ‘of'seismic waves is ignored,
and time variations at receivers can be expressed as diffraction‘effeets at the high-frequency
limit with no healing effects on wavefronts (Nolet & Dahlen*2000). The V, depth section
along the CIFALPS profile CC’ is shown in the battom panel of Fig. 4. By contrast with
Supplementary Fig. S7, it illustrates the strong4influence of the smoothing hyperparameter
A, set to 0 in this example. Although arrivaltime fit is as good for this model as for the
previous one (Fig. 3 and Suppl. Fig. S7); such model reconstruction ignores the intrinsic
seismic frequency limitation, and therefore is not amenable to geological interpretation. This
velocity model will be considered as,initial model for following inversions with the SQ-14-
89 and WA-89-21 databases; to help us pinpoint robust velocity anomalies versus anomalies

driven primarily by the discretisation and hyperparameter choices.

4.1.2  Laplacian-smoothing hyperparameter

The damping is new set to € = 0.1 and we keep the same discretisation (5 km horizontally,
2 km vertically). The inversion is firstly performed using a smoothing weight A = 5, and
equal hetizontal and vertical constraints on second-order spatial derivatives. The resulting
Vpand Vi models and new hypocenter locations after 21 iterations are then taken as input
parameters for another inversion with a smoothing weight A\, , = 3 for horizontal axes and

A, = 2 for the vertical axis. After 21 new iterations, we repeat the procedure with two smaller
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Figure 4. Influence of the hyperparameter e for a given spatial discretisation without any applied
smoothing. (Top) Depth slice at 20-km depth; (Bottom) Depth Section along profile CC’. The RM S is
quite low while the size of velocity heterogeneities is only contrelled by grid spacing and ray paths, due

to the high-frequency assumption that mitigates healing effects/on diffraction patterns at receivers.

smoothing weights A\, , = 2 and A\, = 1. As'shown by Supplementary Fig. S7, this procedure
introduces progressively higher-wavenumber content in the resulting velocity model. In order
to check that the low-velocity anomaly (V,, ~ 5 km/s) does not result from a possible trade-
off between velocity and hypecenter ‘parameters, we use the same workflow while keeping
HYPOT1 locations as initial thypecenter parameters. Indeed, velocity anomalies are slightly
weaker in Suppl. Fig. S6 (bottom panels), but still present, which suggests that leakage is still
present between model parameters. In order to avoid these low-velocity anomalies, we select

the smoothing hyperparameter values A\, , = A, = 5 for our next inversions.

4.1.8  Grid-discretisation

The inversion grid choice is critical and it should be tied to the resolution that depends on the
wave frequency content. However the selection of the discretisation is left to the user since the

LET does not explicitly depend on the frequency content. Because the station network lies
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Local earthquake tomography in the Western Alps 17

mostly on the free surface, the horizontal discretisation should be different from the vertical
one. We consider here a vertical discretisation of 2 km, and two strategies for progressively
refining the grid in the horizontal directions: one from 10 km to 5 km and another one with
two steps from 20 km to 10 km, then from 10 km to 5 km. The results of these inversions are
shown at 20-km depth in Supplementary Fig. S8, and compared to the initial inversion with
5-km grid. The three inversions result in similar RMS values around 0.5 s. The grid refinement
strategies induce spreading of the velocity anomalies and strong edge effects. The projection
of ray trajectories onto nodes of the inversion grid through trilinear interpolation induces low-
wavenumber artifacts, in particular along edges, that survive the grid multiscale procedure
(Suppl. Fig. S7). Improved multiscale strategies are possible using wavelets for velocity model
description; those wavelets better control the wavenumber content injected in the inversion
(Chiao & Kuo 2001; Delost et al. 2008).

However, the joint inversion for velocity and hypocenter locations is always<Challenging
because hypocenter parameters are intrinsically discrete. The LET user -must therefore pay
attention to potential leakages of hypocenter/velocity parameters that may be induced by
specific discrete velocity description. Synthetic tests in a configuration which should be repre-
sentative of the final solution are strongly adviced. These testSishould be repeated for newly

found solutions.

4.1.4  Summary on hyperparameter influence

These investigations of velocity grid discretisation and hyperparameter influence emphasize
that ray-based tomography probes velocity structures along ray paths only, disregarding
nearby velocity values (Fig. 4). Thig’is related to the frequency-independent assumption of the
LET (high-frequency) approach. Gap'filling between ray paths primarily depends on the grid
discretisation. However, smooth.velocity changes may be expected in relation to the frequency
content of seismic waves. Tn the classical LET approach considered here, this smoothing de-
pends on the user’sichoice from the often-used Laplacian-smoothing strategy. Attempts to
define a more physics-driven strategy where the source frequency content is taken into ac-
count have been proposed by different authors (Dahlen et al. 2000; Nolet 2008; Zelt & Chen
2016). To our knowledge, these methodological advances have not yet been extensively applied
to neal datasets at the lithospheric scale for local earthquake tomography.

Our tests show that using the penalty approach combining smoothing and damping strate-
gies with a fine enough grid yields the optimal compromise between data fit and model

smoothness. This strategy is indeed adopted by most LET applications. Performances of
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18  Local earthquake tomography in the Western Alps

such a strategy depend on the user’s control of the limited frequency content of seismic waves.

Such physical limitation is not explicit in the picked P and S data.

4.2 Initial model design

Trade-off between hypocenter and velocity parameters is a well-known issue of local earthquake
tomography. In this section, we investigate the influence of initial hypocenter locations when
the initial velocity model is 3-D. We show that the trade-off is not amplified when performing
the LET with initial earthquake locations in a stratified model (HYPOT1).

This analysis is carried out on the HQ-89-1/ dataset, with expected well-constrained
hypocenter locations, using the smoothing strategy and a small damping parameter. In section
4, we used the stratified model proposed by Potin (2016) as initial velocity model with initial
HYPOT1 locations in the SISmalp four-layer model. We will refer to this initialtmodel as
Z-H(Q in the following. A second initial model is constructed by combining. the/stratified
velocity model with a 3-D model from ambient noise tomography (ANT;Nouibat et al. 2022);
It assumes that the shallow layers are better sampled by surface-wave tomography than by
LET, which is limited by the sparsity of the station array. The ANT 'V, model is used at
shallow depth (< 10 km) and its influence is progressively damped with depth back to the
stratified Vs model at 30-km depth. V), is computed from V; wusing the constant P/S velocity
ratio 1.6933. Supplementary Fig. S9 shows the 10-"and 20-km depth slices in this 8D-ANT
initial model. HYPOT1 locations are still considered as initial locations in a first test using
this initial 3D model. In a second step, hypocenters are relocated using the NLLOC software
(Lomax et al. 2000) in the 3D model before starting the inversion. We therefore test three
different initial model configurations:, the stratified model with HYPOT71 locations (Z-H(Q),
the 8D-ANT model with HYPOT7H locations and the 3D-ANT model with NLLOC locations.

Supplementary Fig. S10, shows that the initial distribution of residuals is sharper for
HYPOTI1 locations in a stratified model than for NLLOC locations in the 3D-ANT model.
The NLLOC location process yields a lot of negative residuals before the inversion, which
have their origin“in, the location strategy of NLLOC. It starts with an initial spatial grid
search before ‘deducing the origin time as the average of time delays left at the location
point. The final residual distribution is much sharper for the Z-H() initial model than for
the (two8D-ANT models. The 3D-ANT initial velocity model has a low-wavenumber (high-
velocity) content which is not fully attenuated by inversion regardless of initial hypocentral
locations. The data misfit curves of Suppl. Fig. S11 illustrate the influence of initial locations

of hypocenters. HYPOT71 locations give a smaller initial misfit for the stratified model than
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for the 3-D model. Initial data misfit is not significantly improved with NLLOC locations
in the initial 3-D model. Moreover, very similar misfits after 16 iterations suggest that final

locations are mostly similar for HYPO71 and NLLOC initial locations.

Fig. 5 shows the 10 and 20-km depth slices in the reconstructed V,, models for the three

tested initial models. At 10-km depth, similar velocity anomalies observed in all three models
are data-driven since they do not exist in the initial stratified model, while other patterns
are remnants of the stratified or 3-D initial velocity models. For example, the small-scale
low-velocity anomaly beneath the easternmost stations of the CIFALPS profile in the left
panel (initial stratified model) still exists but with a larger size in the center and right panels
(initial 3-D model). Indeed, the 3-D initial model includes a broad low-velocity anomaly
at 10-km depth below stations at the eastern end of the CIFALPS profile and further, éast
(Supplementary Fig. S9). This suggests that the low-velocity anomaly is probably realy but
with different size and shape. This larger-size low-velocity anomaly exists at atdepthjof 10 km
in the initial model 8D-ANT, below stations at the eastern end of the CIFALPS profile and
further east (Supplementary Fig. S9). We will check in section 6 if thesnewly built WA-89-21
dataset better captures this anomaly due to the larger station number. At 20-km depth, the
three velocity maps are quite similar albeit velocity contrasts are smaller with the initial 3-D
model. This again illustrates the trade-off between velocity and. hypocenter parameters, and
also the dependence on the choice of the starting model.
Supplementary Fig. S12 compares final hypocentér distributions for the three different initial
models. Epicenter locations differ close to bextboundaries, in particular along the coast and
in the Ligurian Sea, while they are very=similar’in the Alps thanks to the high number of
P and S picks. Depth sections show.that hypocenter locations tend to be shallower for the
initial 8D-ANT model and HYPOT71docations.

Locating hypocenters in an initial 3-D structure does not seem to be crucial at such
regional scale, even with"a,3-D Jinitial velocity model. The LET sets hypocenters at nearly the
same final locationg(when starting from initial HYPOT1 locations. Therefore, such HYPO71

locations will bewused in’inversions with the full database.

An alternative strategy for assessing the influence of the initial velocity model consists
in creating a large set of stratified random models about a reference model. Supplementary
text S3.and Figs. S13-16 present the results of such tests for a series of 1024 random initial
stratified models around the Potin (2016)’s stratified model used in previous inversions. The
ratio between the RMS of the final P velocity models and the RMS of the initial velocity

models (shown in Suppl. Fig. S14) may be considered as a proxy of the initial-model influence
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Figure 5. Results of the inversion for three initial models. Left: initial stratified velocity model Z-HQ
with initial HYPOT1 hypocenter locations (in a stratified model); Center:sinitial 3-D velocity model
3D-ANT with HYPOT1 locations; Right: initial 3D-ANT model with'NLLOC locations in the initial 3-
D model. Top: depth slices at 10-km depth, with all epicenters (red.dots) and stations (black triangles);
CIFALPS profile shown as a black line; Bottom: depth slices at 20-km depth with epicenters in the
10 — 30 km depth range.

on the reconstructed P velocity models. ASwoticed earlier, the influence of the initial model
is strong at 10-km depth, in particulat along the boundaries of the box due to poor station
coverage. It is much weaker at 20-km depth, particularly in regions with numerous earthquake

foci.

5 ASSESSING THE VARIABILITY OF FINAL MODELS WITH THE
ORIGINAL SQ-89-14 DATABASE

As explained in the section 2, the HQ-89-14 arrival time database used so far is derived from
a severe selection (min. 12 P and 6 S) in the initial POTIN-89-1/ database. In section 4, the
H(Q-89-14, database was used to set up the optimal inversion strategy and hyperparameter
values."'We also showed that the initial model strongly influences the inversion results in areas
with low ray coverage. In this section, we further investigate the initial-model influence by

using the SQ-89-14 arrival time base, which includes a much larger number of picks (+72%,
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see Table 1), hence a better ray coverage, but still high-quality picks by a single operator,
and at least 6 picks per event. By analysing variability in final models computed for different
initial models, we can identify stable, hence reliable features of the final models, as well as
features that are not so stable but remain valuable for interpretations.

We use the strategy with least impact on the velocity model structure, that is the penalty
approach with hyperparameter A = 5 in all directions, combined with a small damping hyper-
parameter € = 0.1. The selected horizontal penalty term based on a horizontal finite-difference
Laplacian term is different from the vertical penalty term based on a vertical finite-difference
second derivative. Velocity discretisation is 5 km horizontally and 2 km vertically. Therefore,
the Laplacian-smoothing constraint will be different in the horizontal and vertical directions.

We proceed with initial HYPO71 locations in all workflows.

5.1 Testing four initial velocity models

The first inversion starts from the layered model named Z-H() proposed by Potin (2016) and
shown in Fig. S1. The second initial model named 3D-HQ is the 3-B model reconstructed
from the HQ-89-14 database with the initial stratified model (Fig\ 3)»The third one named
3D-ANT is the 3-D model reconstructed from the HQ-89-14 database, with the initial 3-D
model obtained by combining the stratified velocity model with a 3-D model from ambient
noise tomography (center panels in Fig. 5). The fourthione named 3D-H W is the reconstructed
model from the HQ-89-1/ database, the initial stratified model and a damping hyperparameter
e = 10 with no Laplacian smoothing (Figg 4). This model has a high-wavenumber content
related to ray and grid sampling.

All reconstructed models have/almost the same data misfit (~ 0.43 s for the weighted
misfit and ~ 0.72 s for the unweighted misfit). The 20-km depth slices in the four recon-
structed P velocity models‘show broad similarities, with second-order differences capturing
the influence of initial models (Fig. 6). Lateral velocity contrasts are stronger when starting
from the stratified Anitial, model (top left panel in Fig. 6), with lower velocities in the broad
low-velocity anomaly, and higher velocities along the northern margin of the Ligurian basin
in the southern, part of the model. The final model built from the high-wavenumber 3D-HW
initial model (bottom right panel in Fig. 6) gives the lowest data misfit, but it cannot be
regardedfas best model because its sharp localized velocity variations are not easily inter-
pretable. Inverted hypocenter parameters compensate velocity differences between models to
give similar final data misfits.

Differences between final models are best seen on the CIFALPS (CC’) vertical section that
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Figure 6. Depth slices at 20-km depth in the reconstructed models from \S@Q-89-14 database using
four different initial velocity models. Top left: initial stratified model (Z-HQ)sTop right: initial 3D-HQ
model; Bottom left: initial $D-ANT model; Bottom right: initial $D~HIW model.

crosses the two major anomalies (Fig. 7). Streng.differences in the 100 — 200-km distance
range between the 3D-ANT V), model (third row, in' Fig. 7) and the other ones might reflect
limited ray sampling of the shallow subsSurfacer Velocity anomalies at shallow depth are still
too close to the initial 8D-ANT model, as/documented by a comparison with cross-sections
in the initial model displayed in Supplementary Fig. S9. On the other hand, the Vs model is
closer to other ones than the ¥, model, perhaps due to the stronger sensitivity of Rayleigh
waves used in ANT to S-wave velocities. This observation may mean that the Vg 8D-ANT
model derived from®ANT. is a better initial model for LET than the corresponding V,, model.
We now disregardythe” 8D-ANT model, and notice that some vertical V), changes in the
100 — 200-km lowsvelocity anomaly of the 3D-HW final model (bottom left in Fig. 7) can
be detectedin the 3D-H(Q and Z-H(Q) results. Similarly, the undulating western boundary of
the(Ivrea, Body high-velocity anomaly (at ~ 200-km distance) appears in the three Z-HQ,
3D=H@Q and 3D-HW models. Such similarities are indications of the reliability of small-scale
velocity anomalies in the reconstructed Z-H(@) and 3D-H() V), models. The four Vs models in

the right column of Fig. 7 also display similar patterns, as for example the small low-velocity
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Figure 7. Depth sections along the CIFALPS profile (CC’) in the V, (left) and V, (right) veloeity
models reconstructed from S@Q-89-14 database with four different initial velocity models. Top:initial
stratified model (Z-HQ); Second row: initial 3D-H@Q model; Third row: initial D-ANTmodel; Bottom:
initial 3D-HW model.

anomaly at z = 20—35 km and z = 150—200 km, which can therefore.be considered as reliable.

5.2 Testing random Gaussian initial models.smearby the reconstructed model

We now further investigate the variability of recevered velocity models by testing a set of
initial models obtained by random perturbations around a given 3-D model. Sampling the
misfit landscape by such a perturbation/strategy is almost impossible considering the number
of degrees of freedom. However, the limited frequency content of seismic waves allows the
exploration of initial random models te@” be limited to smooth perturbations. The 3-D model
reconstructed from the 3D-H(@initial model in the section 5.1 is considered as original model
for the random perturbations (slice at 20-km depth in the top panel of Fig. 8). We add to the
original model randém Gaussian velocity perturbations scaled by the local velocity (to ensure
smoothness), creating 1024 random initial models. The mean and the RMS of the ensemble of
P velocity models ‘are shown in the second row of Fig. 8. Predicted arrival times from HYPO71
initial l6¢ations do not fit observed ones (red dots in the third row of Fig. 8). Inversions are
performed with each random model as initial model, and the RMS values decrease from 0.80
- 0084 5 to a narrow interval around 0.51 s after inversion (blue dots in the third row of Fig.
8)."We select the 20 best models (with lowest RMS) and compute the mean and RMS of the

reconstructed P velocity models shown in the bottom row of Fig. 8. The mean P velocity
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24 Local earthquake tomography in the Western Alps

model is rather close to the original model (top panel of Fig. 8), while the RMS is low (< 0.02
km/s) and displays no organized feature, which means that the final models are quite similar.
At 20-km depth, the strong high-velocity anomaly of the Ivrea Body is recovered whatever
the initial model, as well as the low-velocity zones in the west.

Checkerboard or individual-spike tests are alternate strategies for identifying data-constrained
velocity anomalies. We will perform a spike inversion for the extensive arrival time database

in section 6.3.

€202 1890100 G0 uo Jesn YWY Aq 108582 ./8.£PeBB/B/E601 01 /10p/8101e-80uBAPE/I[B/WOO dNO"olWapeoR//:sdNY WOol) pepeojumoq



Local earthquake tomography in the Western Alps 25

Z=20 km - original

47

46°

45°

44°

% 5.0
n n " o

7-20 km — initial

7-20 km — initial

0.1750

0.1625

0.1500

Initial and final misfits

200 400 600 800 1000
Number of models

Z=20 km — final

001750
0.01625
0.01500
0.01375
oot250 2
oo
001125 =
[
001000 >
0.00875 £
0.00750
0.00625
0.00500
0.00375

44°

Figure 8. Results of the inversion test of SQ-89-1/ arrival time base with random 3-D initial models.
Top: 20-km depth slice in the original model; Second row: mean (left) and RMS (right) over 1024
randomly selected P initial velocity models about the original model; Third row: data misfit in the
1024 models before (red dots) and after (blue dots) inversion; Bottom: final mean and RMS P velocity
models after inversion. The absence of organized pattern in the RMS velocity slice shows that a local

minimum of the data misfit landscape is reached.

€202 1890100 G0 uo Jesn YWY Aq 108582 ./8.£PeBB/B/E601 01 /10p/8101e-80uBAPE/I[B/WOO dNO"olWapeoR//:sdNY WOol) pepeojumoq



26 Local earthquake tomography in the Western Alps

6 FINAL TOMOGRAPHY USING THE EXTENSIVE 1989-2021 DATABASE

After intensive testing of inversion workflows and hyperparameter influence on the high-quality
HQ-89-14 and SQ-89-14 arrival time datasets, we are now ready to use LET to merge the set
of high-quality picks with a heterogeneous set collected from different observatories. We will
also compute an optimal reconstructed velocity and hypocenter location model using more

than 30 years of local earthquake arrival time data in the Western Alps.

6.1 Database and workflow

We now consider the extensive database collected for the time period 1989-2021 from the
fusion of Potin (2016)’s database referred to as POTIN-89-1 in Table 1, and the arrival time
set collected from agencies with different picking strategies and different station networks./As
explained in section 2, our fusion strategy is to select time picks with residuals, <10 s in the
tomographic model derived from the inversion workflow set up using HQ-89-1/ database. This
selection process results in the WAlps-89-21 database that involves 1043 seismic stations in the
target region (Fig. 1). In spite of the low-to-moderate seismicity leyel of‘\the Western Alps, 33
years of seismological observation provide data for more than(75, 000 local earthquakes with
at least 6 picks, and more than 1,590,000 picks in dataset™WA~14-21 (Table 1).

The selected optimization workflow is the smoothing-damping strategy with hyperparam-
eters values used in section 5. We proceed in a recursive way for designing the input velocity
models for the inversion of database WA-89-21. Output models for the HQ-89-14 database
were used as input models for inversion ofithe SQ-89-1/ database (section 5.1), providing
output models that are in turn used-as input models for the WA-89-21 database. We keep
the same labels as in section 5.1 for, the, four workflows. The first inversion is labelled Z-H(Q
because its initial model is thefinalmodel of the inversion of database SQ-89-14 with initial
model Z-HQ. In the same way, the second workflow is labelled 3D-H(Q), the third one 3D-ANT
and the fourth one 3D-HW:

6.2 Results

Even though. it uses 60 % more arrival time picks, the inversion of WA-89-21 database yields
similar résults to the inversion of SQ-89-14 database. Depth sections in the reconstructed V,,
and, Vs models with the four different initial models are shown in Fig. 9. It can be compared
to Fig. 7 and overall similar conclusions can be drawn about the reliability of velocity anoma-

lies. The low-velocity P anomaly at 100-200-km distance has stronger amplitudes with the
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Figure 9. Results of the inversion of WA-14-21 full database: depth sections in the V, (left) and, V;
(right) models along the CIFALPS (CC’) profile, for four different initial models. Top: Z-HQ model;
Second row: 3D-H(Q model; Third row: 8D-ANT model; Bottom: $D-HW model.

extended database and Z-HQ and 8D-H() initial models than with“the=SQ-89-14 database
(top rows in Figs. 9 and 7). As in Fig. 7, the V; sections of Fig. 9'show’less variability with
the initial model than V},.

The final V,, and V; models share the same global features,whatever the inversion workflow.

We therefore consider as the best final model results of the most standard smoothing-damping

approach with 3D-HQ as initial model (Fig. 10).

6.3 Spike tests for assessing the sensitivity at the convergence

The reliability of our reconstructed models has already been discussed in detail, namely by
comparing the inversion results withdifferent initial models and different hyperparameters
(sections 5 and 6.2). Since the spike and/or checkerboard tests are the most classical methods
for assessing the quality off\LET results, we present the results of a spike test in Supplementary
text S4 and Figs. S17-18., We follow the strategy of Latorre et al. (2004), which is more CPU
intensive than cheekerboard or simultaneous-spike tests (Rawlinson & Sambridge 2004), but
still doable.

Our testywith four Gaussian synthetic velocity anomalies of characteristic lengths 15 and 5
km (in the horizontal and vertical directions, located at 20-depth along the CIFALPS profile
show that our reconstruction is of overall good quality (Suppl. Figs. S17 and S18). Additional
spike tests (not displayed here) show that the reconstruction cannot be achieved at depths

larger than 40 km, due to the weak ray coverage.
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Figure 10. Depth'glices in the inversion result of database WA-89-21 using the standard smoothing-
damping approach; considered as our best final model. Left: P-velocity slices; Right: S-velocity slices.
The initial'model (labelled 8D-HQ) is built in a hierarchical strategy since it results from the inversion

of SQ-89-14 database using as initial model the 3D-HQ result of the inversion of HQ-89-14 database.
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This kind of sensitivity analysis can be performed at specific locations that are relevant
to geological interpretation of velocity models. Yet, we should be aware that such sensitivity
analysis is strongly tied to the prior information injected in the inversion process by the
Laplacian-smoothing approach mitigated by the grid discretisation. The results of the spike
tests should be interpreted with caution because LET relies on ray theory, which carries
no information on the frequency content of seismic waves controlling the Fresnel diffraction
resolution. Spike test results are primarily driven by source and receiver locations, and by
ray paths in the heterogeneous velocity model. Influence of the frequency content can be
determined by wave equation tomography, which is more CPU intensive, thus limiting the

spike sensitivity analysis.

6.4 Discussion: Comparison with published 3-D V), and V, crustal models of the
Western Alps

We here briefly compare our final V}, and V; models (Fig. 10) with the mest recént published
local earthquake tomography V,, models of Diehl et al. (2009a) and“Solarino et al. (2018),
and the ambient-noise tomography Vs model of Nouibat et al. (2022). Both LET models
were computed using the SIMULPS code (e.g., Thurber 1983; Eberhart-Phillips 1986) and
carefully selected P (and S) arrival times. Diehl et al. (2009a)’s dataset covers most of the
Alps and includes more than 13,000 P first arrival picks from 552 earthquakes recorded at 391
stations from 13 national and regional networks: Tlie data quality and consistency is ensured
by an automated re-picking of manual picksghat'includes quality weight estimates (Diehl et al.
2009b). The LET by Solarino et al. (2018) isicentered on a smaller region around the CIFALPS
temporary seismic transect and it ises earefully hand-picked P and S arrivals recorded by
the CIFALPS experiment and surrounding permanent Italian and French permanent stations,
complemented by picks of intermediate-depth events beneath the westernmost Po plain. The
number of arrival time picks used by Solarino et al. (2018) is not reported, but it is certainly
much lower than ouss (Table 1). The ambient-noise tomography model of Nouibat et al. (2022)
is the highest-quality published Vi model to-date for the broad Alpine region. It uses the
most comprehensiye noise correlation dataset computed for ~1440 permanent and temporary
seismicstations in Europe and four years of continuous vertical-component records.

Figute 11 shows horizontal slices in our final V,, model compared to slices at similar depths
in the V), models of Diehl et al. (2009a) and Solarino et al. (2018), referred to as Diehl’s and
Solarino’s in the following. Our model is obviously smoother than others in all slices. We

have chosen a Laplacian-smoothing influence such that the shallow velocity reconstruction
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Figure 11. Horizontal slices in the P-wave velocity models of: (left) this paper, (center) Diehl et al.
(2009a), (right) Solarino et al. (2018). Slice depth is indicated in the top-left corner of each map.
Depths are not exactly the same because maps are shown at depths provided by the authors. Areas
with low resolution/(diagonal elements of the resolution matrix < 0.1 or 0.15) are masked in Diehl’s
and Solaring’s*models. The black lines in the top left map show locations of the CIFALPS2 (north)
and CIFALPS*(south) cross-sections.
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has no imprint from the station distribution. The Ivrea body narrow fast-velocity anomaly is
detected by all models at 10 - 30-km depth, with rather similar shapes and higher velocities in
Solarino’s model at 20 and 30 km. In all three models, it is bordered by low-velocity anomalies
on its eastern side at 10-km depth, and on its western side at all depths. The eastern-side
10-km depth anomaly is typical of the Po sedimentary basin. A major difference appears
between our model and others in the western-side anomalies at 20 km and deeper. While
we find a broad and strong low-velocity anomaly in the 20 and 30 km slices (45 - 46.5°N,
6.5 - 8°E), the corresponding low-velocity anomalies of Diehl’s model are weaker and rather
discontinuous, similar to Solarino’s model where it is resolved. This anomaly attenuates at
40-km depth, but it remains stronger in our model than in Diehl’s. Its shape that follows
the arc of the western Alps and its location to the west of the Ivrea body indicates that this
low-velocity anomaly corresponds to the European crust being underthrusted béneath the
Ivrea body mantle wedge of Adriatic affinity (e.g. Malusa et al. 2021). A depth sliceyin our V,
model along the CIFALPS?2 section (northwestern Alps, location in Fig, 4l top) shows that
this strong low-velocity anomaly covers the depth range 15 - 40 km_in the European crust

beneath the internal zones of the northwestern Alps (Suppl. Fig. S17).

We compare our LET V; model with the ANT model of Neuibat et al. (2022) in Fig.
12. Unlike the V), models of Fig. 11, the two V, models display heterogeneities of similar
characteristic lengths. As stated above, the spatial smoothing strategy is under the control of
the user. The anomaly distributions are roughly,similarjin the two models, but with substantial
discrepancies when looking in detail. At 10¢km depth, the low-V; anomaly of the Po basin is
much wider in the ANT model, confirrming, that LET results at shallow depth are strongly
controlled by station distribution (See seetion 4, Fig. 3). As in V), the mid- and lower crust
of the internal zones west of the Ivreabody (high-velocity) anomaly have rather low S-wave
velocity in both models, but with strong discrepancies in locations and amplitudes. In the
northwestern Alps, our medel shows a low-V; anomaly in the depth range 15-35 km which is
weaker and spread-aterally in the European lower crust of the ANT model (see CIFALPS2
depth section inSuppl! Fig. S17). Further south in the CIFALPS depth section (Suppl. Fig.
S18), the ANT. model displays a strong low-velocity anomaly at 25 - 30-km depth and 70 -
130-km“distance while our LET model has a weaker anomaly at larger depth, closer to the
Ivréa body. Along the CIFALPS and CIFALPS2 seismic profiles, Nouibat et al. (2022) and
Paul et al. (2022) have documented the striking coherency between the Moho depth defined
from receiver functions and the depth of the Vi = 4.3 km/s contour in the ANT model.
Supplementary Figs. S17 and S18 show that the V; = 4.3 km/s contour in our LET model
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Figure 12. Horizontal slices, in the S-wave velocity models of this paper (left)

and Nouibat et al.

(2022) (right). Slice depth is indicated in the top-left corner of each map. Depths are not exactly the

same because maps,are shown at depths provided by the authors. The black lines in the top left map

show the locations of the CIFALPS2 (north) and CIFALPS (south) cross-sections.

is very different from the contour in the ANT model. These mismatches highlight the poor

resolution of the LET models at depth larger than 40 km, which precludes them from imaging

the deepening of the European Moho in the Western Alps subduction.

€202 1890100 G0 uo Jesn YWY Aq 108582 ./8.£PeBB/B/E601 01 /10p/8101e-80uBAPE/I[B/WOO dNO"olWapeoR//:sdNY WOol) pepeojumoq



Local earthquake tomography in the Western Alps 33

7 CONCLUSION: LESSONS LEARNED AND PROSPECTS

Seismic time tomography is a widespread tool for velocity-model reconstruction using earth-
quakes at different scales from crust to lithosphere-asthenosphere and global Earth targets.
At the regional scale, LET output models are very useful as initial models for full waveform
inversion (FWI), in which initial model quality is of primary importance. Here, we have used a
high quality dataset of local earthquake arrival times in the Western Alps to compute crustal
Vp and V, models as a means of illustrating the influences of various input parameters in the
tomography, besides earthquake and station distributions and raw onset picked times. We
have shown how several possible interpretations of the interaction between seismic waves and
the actual medium can lead to various models that fit the observed data equally well. Sueh a
study helps to avoid a possible over-interpretation of the tomographic images, which*explain
the first arrival times, but do not take into account the frequency content of the seismic waves.
This intrinsic limitation can be mitigated by proper selection of input parameters. Such proper
choice is particularly crucial when considering the joint inversion of velecity, and hypocenter
parameters, as first-arrival times have very different sensitivities to these parameters. The
bandwidth of seismic waves still has to be considered as an external eenstraint for the model
reconstruction. By contrast, the single point assumption for hypocenters should be replaced
by a more generic one based on the probability density function, as done for the location
problem (Lomax et al. 2000).

In a time of continuous densification of seismienetworks, namely in the study area (e.g.,
Hetényi et al. 2018), data coverage is no/lenger a limiting factor for the quality of time
tomographies, assuming that data are openy, The 33-year database used in our tomography of
the Western Alps was assembled thanks to the open data policy of several seismic monitoring
agencies. Indeed, the low-to-moderate, séismicity of a large part of Europe must be balanced
by a data sharing policy and a‘close collaboration between national agencies, which is clearly
under way. Moreover, the'detection level and the picking quality are rapidly improving thanks
to new technologiestbased on machine-learning tools (e.g., Zhu & Beroza 2018; Beaucé et al.
2019).

Finding methods that reduce variability in LET images thus becomes an important goal,
particlarlynin areas of low-to-moderate seismicity. A first issue is that ray-based tomogra-
phy! assumes an infinite frequency ignoring any diffraction effect. Other possible asymptotic
approaches are based on the Eikonal equation that includes diffraction at the same compu-
tational cost. Nevertheless, ray-based or Eikonal-based methods do not take the frequency

content of seismic waves into account. Tomography based on wave equation does, but at the
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cost of significantly increased computational needs. Since computational power is usually no
longer an issue, wave-equation tomography allows the frequency content of collected data to
be assessed through numerical simulations of wave propagation and velocity sensitivity kernels
with respect to phase (in the sense of time). However, a joint inversion method for velocity
and hypocenter parameters using wave-equation-based tomography has not been designed
yet. Such a methodological effort should be carried out to fully exploit recent dense seismic
networks. Quantifying the uncertainties of these new images will be of utmost importance,
but it will require new approaches with lower computational costs. Such approaches can be
based on ray or Eikonal approximations, once the optimal image based on the wave equation
has been constructed (Zhang et al. 2020). This model including uncertainties will preveént
the misinterpretation of diverging images resulting from the assumed simplificationef /the
interactions between seismic waves and real Earth. Another potential way to improve LET,
not excluding previously proposed ones, is to develop model-driven approaches. An,such ap-
proaches, output models must be compatible with selected input geologicconstraints besides
fitting arrival time data.

In a time of dramatically increasing density of arrival time observations, we believe that lo-
cal earthquake tomography is still a useful tool for regional studies at crustal scale. A valuable
advance is to combine LET with other powerful and complementary imaging methods, no-
tably ambient-noise tomography and wave-equation tomography. We expect that new, better
resolved velocity models with uncertainty estimates, will soon yield important constraints on
geological models of the complex collision zone of the’broad Mediterranean region, including

the Alps.
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