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Abstract Passive hydroacoustic studies have underscored the efficiency and relevance of deploying au-
tonomous hydrophones for the surveillance of underwater geophony. In particular, monitoring networks have
been deployed for detecting SOFAR-propagating hydroacoustic waves generated by seismic events and locat-
ing their sources. The technique has been extended to study other hydroacoustic signals, such as P-waves Co
from teleseismic events or impulsive waves generated by seawater-lava interactions. A significant challenge
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in this endeavor lies in the time required for the manual detection and annotation of these signals in long-

term records. To address this issue, we tested the feasibility of implementing automated algorithms based
on machine learning to detect and identify these various signals, and obtained satisfying classification and
time picking accuracies. We incorporated those models in a benchmarking framework, proposing a training
dataset, two evaluation datasets, two tasks to solve and the evaluations of the mentioned models on them.
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The goal of this framework is to foster the development of new models in the community, as it gives a clear Acceptec

way to evaluate them.

1 Introduction

T-waves are hydroacoustic signals generated by the con-
version of emerging seismic waves at the ocean bottom
(Tolstoy and Ewing, 1950) and arrive after P and S-waves.
Since the 90s, their systematic analysis has helped build
hydroacoustic catalogs in remote parts of the world
ocean, poorly covered by land-based seismological net-
works (e.g., Fox et al., 1995; Ingale et al., 2023). This pur-
pose led to the development of specific recording instru-
ments and software to analyze these waves.

Studying T-waves proved to be a cost-effective and
efficient approach for monitoring the seismic activi-
ties in the open ocean, particularly along mid-ocean
ridges (e.g., Fox et al., 2001; Dziak et al., 2004; Giusti
et al., 2018; Ingale et al., 2021) or underwater volca-
noes (Tepp and Dziak, 2021; Bazin et al., 2022; Saurel
et al., 2022). The cylindrical propagation of T-waves
within the SOund Fixing And Ranging (SOFAR) chan-
nel in the ocean undergoes little attenuation over long
distances (>1000 km), compared with the rapid spheri-
cal attenuation losses of seismic P- or S-waves traveling
through the solid earth (Okal, 2008). Consequently, hy-
drophones can detect seismic events with smaller mag-
nitudes compared to land-based seismometers (e.g.,
body-wave magnitude (m;) of completeness is 3.3 for
hydroacoustic detection versus 4.1 for terrestrial arrays
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(Ingale et al., 2023)).

Hydrophones can also detect other geophonic sig-
nals, such as regional (Pn) or teleseismic P-waves in the
water column coming from distant events (thousands
of kilometers away) (Dziak et al., 2004; de Melo et al.,
2021), thereafter both termed as hydroacoustic P-waves.
In addition, lava-seawater interactions generate impul-
sive (<10 s) signals directly in the water column (Bazin
et al., 2022), thereafter termed as H-waves. For clarity,
the term geophony will refer to earthquake- and volcano-
generated sounds, while ice-generated sounds will be
called cryogenic events.

For monitoring such geological events, hydrophones
are moored in networks of three or more stations
around an area of interest. When a particular signal
is detected by three or more stations, trilateration us-
ing the Times of Arrival (ToA) can yield the source loca-
tion. In the case of T-waves or hydroacoustic P-waves,
this location corresponds to the area of conversion from
seismic to hydroacoustic waves, often referred to as
the hydroacoustic radiator (Fox et al., 2001). For shal-
low earthquakes, such hydroacoustic radiators gener-
ally match the epicenter (Williams et al., 2006).

Locating hydroacoustic events thus requires an ini-
tial process of selecting and annotating continuous
records of several hydrophones. Until now, this stage
has mainly relied on “manual” detection, with soft-
wares such as Seas (Fox et al., 2001). This task is
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time-consuming and user-dependent, resulting in in-
complete and/or imprecise processing of long-term
datasets. Consequently, automatic detection of these
signals appears to be a relevant tool. However, such
endeavors are not trivial. In other communities, open
datasets are selected and used to benchmark and com-
pare new techniques. For example, in the successful
image recognition community, ImageNet was used in
the context of the ILSVRC (ImageNet Large Scale Visual
Recognition Challenge), which led to the emergence
of nowadays well-known classification techniques (Rus-
sakovsky et al., 2015). Closer to our field, the DCASE
(Detection and Classification of Acoustic Scenes and
Events) challenge regularly proposes acoustic datasets
and formalizes difficult tasks benchmarked with base-
line methods to foster developments in these fields
(Kong et al., 2016; Mesaros et al., 2018). Such bench-
marking frameworks thus appear to ease the emergence
of efficient techniques. We propose a similar approach
in the hydroacoustic geophony context, with the follow-
ing contributions:

» Three datasets: one covering 9 months intended
for model training, and two of shorter periods (6
days) in different geographical and temporal con-
texts and intended for model evaluation. The latter
two datasets have been exhaustively annotated.

+ Two formalized tasks, intended to detect geophony
sounds, together with relevant evaluation metrics
to compare models.

» Reference models for detecting geophony sounds
in hydroacoustic datasets, including state-of-the-
art models from neighboring communities, and a
new model to challenge those reference models.

The proposed framework is intended to serve as a
comparison baseline, to test future models against these
open datasets and to compare them with the proposed
metrics.

2 Related works

While the automatic detection of T-waves has not
yet been extensively explored, some studies started
addressing this problem. For example, some studies
focused on embedded systems for detecting some
relevant events in time series data (e.g., MERMAID
project, Simons et al., 2009). A widely used technique
for this purpose involves computing the Short-Term-
Average/Long-Term-Average (STA/LTA) ratio, which
compares the energy in a short time-window to that in
a long time-window and considers detection when this
ratio exceeds a predefined threshold. Sukhovich et al.
(2014) improved this technique by incorporating spec-
tral features derived from wavelets to classify STA/LTA
detections with the objective of distinguishing T-waves
from other signals (iceberg cracks, ship noise, whale
communication). The classification of signals is then
derived by statistically comparing scales from Discrete
Wavelet Transform (DWT) (Sukhovich et al., 2011) or
by employing a machine learning model, like Gradient
Boosted Decision Trees (Sukhovich et al., 2014). In
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contrast, Matsumoto et al. (2006) proposed a threshold
method that compares frequency bands. This approach
dynamically adapts the detection threshold to account
for the noise level.

Other related fields have sparked a renewed interest.
Notably, earthquake monitoring using seismic arrays
led to significant progress in automatic detection with
highly effective techniques. We can cite PhaseNet (Zhu
and Beroza, 2019), a U-Net-like model made of 1D con-
volutions, or EQTransformer (Mousavi et al., 2020), a
model taking advantage of the recent Transformer ar-
chitectures. Both use raw waveforms as inputs and work
on a single seismic station at a time, considering each
recorded component (N-S, E-W, vertical movement) as
a different channel, and aim at picking P- and S-phases.
These tools have been, for example, used for real-time
monitoring with seismometers (e.g., Retailleau et al.,
2022) or to study data from the emerging Distributed
Acoustic Sensing (DAS) technology (Zhu et al., 2023).

In marine biology, passive hydroacoustics have be-
come a common tool for detecting sounds in the “bio-
phony” domain. The various techniques used in this
community include the classification of spectrograms
derived from Short-Term Fourier Transforms (STFT) us-
ing Convolutional Neural Networks (CNN) (Zhong et al.,
2020; Rasmussen and Sirovié, 2021; Zhong et al., 2021).
Additionally, classification efforts extend to scalograms
obtained with DWT (Ibrahim et al., 2018), and, albeit
less frequently, to waveforms (Luo et al., 2019). Stud-
ies also explored data augmentation to enhance the
performance of these models (Luo et al., 2019; Ras-
mussen and Sirovi¢, 2021) or non-parametric methods
using features such as calls periodicities, matched fil-
ters or stochastic matched filters to classify the sig-
nals (Bouffaut et al., 2018). In bioacoustics, most de-
tection works focus on the presence / absence classifi-
cation task, whereas the along-time segmentation task
may sometimes be required (Bermant et al., 2022). A
key component in most approaches is the ground truth
dataset to compare automatic detections with or to train
machine learning models. The quality of such dataset,
generally resulting from manual annotations, is often
overlooked and can bias the comparisons or the train-
ing. For example, several papers dealing with marine
bioacoustics (e.g., Leroy et al., 2018b; Duc et al., 2021,
Dubus et al., 2023b,a) have quantitatively measured the
inter-annotator variability, showing how this variability
propagates to machine learning results. Dubus et al.
(2023a), for example, showed an increased variability
and a global worsening of model performance when us-
ing annotations produced by novices compared to ex-
perts, while techniques such as soft labelling aggrega-
tions mitigate this problem. On a similar topic, Leroy
et al. (2018Db) highlighted the influence of the personal-
ity of the annotator on the produced annotations, espe-
cially in terms of conservativeness, demonstrating the
potential subjectivity of this task.
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Figure 1 Location map of the OHASISBIO hydrophone network (white circles) in the Southern Indian Ocean. The
OHASISBIO-2018 dataset includes recordings from all the stations shown in the map, while OHASISBIO-2020 only covers ELAN,
MAD-W, NE-AMS, RTJ, SW-AMS and W-KER. Continuous black lines mark the three mid-oceanic ridges, which are responsible
for most of the geophonic signals recorded. SWIR: Southwest Indian Ridge; CIR: Central Indian Ridge; SEIR: Southeast Indian
Ridge. The red dots correspond to events belonging to the three swarms analysed by Ingale et al. (2021), used as a starting
point to establish the OHASISBIO-2018 dataset. The yellow dots correspond to seismic events belonging to a 2020 swarm,
used to select the optimal period of annotation for the OHASISBIO-2020 dataset. Bathymetry were taken from GEBCO grids
(Kapoor, 1981).

3 Data collection (Figure 1). Its primary purpose was to monitor seismic
and volcanic activity of the three Indian mid-oceanic
ridges and the biophony in the southern Indian Ocean.

3.1 Hydroacoustic data
The first dataset provided in this paper, referred to as

Our datasets are continuous recordings of pressure data
from two remote and autonomous hydrophone net-
works: the OHASISBIO array, deployed in the southern
Indian Ocean in 2009 and the HYDROMOMAR array, de-
ployed in the central Atlantic Ocean in 2010. All hy-
drophones were moored in the SOFAR channel at an av-
erage depth of ~1100 m, were recording at 240 Hz, and
stored data with a 24-bit resolution.

The OHASISBIO network, operated in the Indian
Ocean between 2009 and 2023 (Royer, 2009), consisted
of up to 9 stations, spaced thousands of kilometers apart

3

OHASISBIO-2018, covers about 9 months from 14 Febru-
ary 2018 to 3 November 2018. It was chosen because
of the annotations already available from Ingale et al.
(2021). The dataset includes recordings from 9 stations:
ELAN, MAD-E, MAD-W, NE-AMS, RTJ, S-SEIR, S-SWIR,
SW-AMS and W-KER. Recordings at MAD-E and W-KER
ended on 21 July 2018 due to battery failure. The second
dataset, named OHASISBIO-2020, includes 6 days from
4 to 10 June 2020, with recordings from 6 sites: ELAN,
MAD-W, NE-AMS, RT]J, SW-AMS and W-KER. This period
has been chosen because of its dense seismic activity
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Figure2 Location map of the HYDROMOMAR hydrophone network, south of the Azores Archipelago in the Central Atlantic
Ocean. The HYDROMOMAR-2013 dataset includes recordings from the 4 sites shown on the map (LS, M2, M6, M7). The
black line marks the mid-Atlantic ridge, which is responsible for most of the geophonic signals recorded. The yellow dots
correspond to seismic events that occured in 2013 (Giusti, 2019), used to select the optimal period of annotation for the
HYDROMOMAR-2013 dataset. Bathymetry were taken from GEBCO grids (Kapoor, 1981).

revealed by previous annotations. Its relevance in the
context of geodynamic studies made it a relevant candi-
date for a representative benchmarking use-case.

The HYDROMOMAR network, operated in the At-
lantic Ocean between 2010 and 2020 (Perrot, 2010), con-
sisted of up to 5 stations, spaced hundreds of kilometers
apart south of the Azores Archipelago (Figure 2). It had
a similar objective of monitoring the seismic activity of
the mid-Atlantic ridge. The third dataset, hereinafter re-
ferred to as HYDROMOMAR-2013, spans 11 to 17 March
2013 and includes recordings from 4 stations LS, M2,
M6 and M7. This period has been chosen because of
its dense seismic activity revealed by Giusti (2019).

3.2 Annotations

The OHASISBIO-2018 dataset was annotated in an anal-
ysis of events along the Southwest Indian Ridge, result-
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ingin a dataset containing 6,767 manually picked events
associated with either underwater earthquakes or vol-
canic eruptions (Ingale et al., 2021). However, it is cru-
cial to note that this annotation, focused on three large
seismic swarms bounded temporally and spatially, is
incomplete and cannot serve as a comprehensive the-
oretical ground truth annotation. Consequently, in a
binary classification task, all picked events have been
considered as positive identifications (i.e., of geophonic
nature), while the remainder of the dataset cannot be
designated as negative (i.e., void of any events). To ad-
dress this challenge and obtain negative samples, we
performed a random sampling of 200 s-long windows
across the entire recording period for all stations. A
manual inspection of these windows allowed identifica-
tion of 2,462 additional positive signals and 24,690 seg-
ments considered free of any geophonic signal. This
process resulted in a dataset comprising 9,229 double-
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Dataset Duration | Annotation type | Complete | Conserva- Negative | Total annotations
positive tive positive | 200 s- (including
events events windows | negatives)
OHASISBIO-2018 | ~50,000 h | Partial 9,229 N/A 24,690 33,919
(from literature)
OHASISBIO-2020 | 864 h Full coverage | 3,838 1,073 28,053 31,891
(APLOSE)
HYDROMOMAR- | 576 h Full  coverage | 3,059 1,003 18,517 21,576
2013 (APLOSE)

Table1 Datasets summary, providing the duration, coverage of manual annotation and number of annotations for each of
the published datasets.
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Figure 3 Spectrograms of typical signals observed in either OHASISBIO-2018, OHASISBIO-2020, or HYDROMOMAR-2013
dataset. a) T-wave recorded by RTJ in 2020; b) H-wave recorded by WKER2 in 2020; c) Cryogenic signal recorded by ELAN
in 2020 (time axis different from others); d) event designated as “uncertain” by the annotators recorded by LS in 2010, sur-
rounded by several whale calls; e) ship noise showing as horizontal lines recorded by M6 in 2010; f) Antarctic blue whale Z-calls
recorded by SSEIR in 2018. White arrows and white rectangles show the signal of interest ToA and time-frequency bounds.
Spectrograms are normalized between 60 and 140 dB.

checked positive events and 24,690 known negative or
void segments.

OHASISBIO-2020 and HYDROMOMAR-2013 were an-
notated with the goal of a comprehensive detection
of seismic events. Given this property, and the fact
that these datasets represent temporal and geograph-
ical contexts different from OHASISBIO-2018, we con-

5

sider them particularly suitable to serve as evaluation
datasets. Table 1 summarizes the datasets used in this
work, along with the annotations they contain.

For this study, manual annotations were performed
by 5 different people using the open source annota-
tion platform APLOSE (Annotation PLatform for Ocean
Sound Explorers, Keribin et al. (2024), supplementary
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Figure4 Number of annotations of each label in the annotation catalog produced by different people. T label corresponds
to T-waves and H label corresponds to impulsive, magmatic events.

information S1 and Figure S1). This group included 4
expert annotators, who already participated in manual
picking sessions which led to publications. We thus
consider them as experienced. The last person had
only seen a few geophonic signals, and is thus qualified
as novice. Each annotator was presented with 2,000-
second window spectrograms, generated using a STFT
with a Hamming window and segments of 256 points
overlapped by 50%. The 2,592 spectrograms were se-
quentially displayed one by one. The annotation labels
were “T” for T-waves or hydroacoustic P-waves if any,
“H” for H-waves, and “uncertain” when the level of am-
biguity between T-, hydroacoustic P- or H-waves was
deemed too high by the annotator. In addition, although
it was not the main focus of this work, numerous cryo-
genic events associated to long-duration ice tremors (as
in Royer etal., 2015; Leroy et al., 2018a) were recognized
and a generic label “cryogenic” has therefore also been
made available to the annotators. All signals, except
cryogenic signals, were annotated with a unique sam-
pling time corresponding to the estimated maximum
of energy. Cryogenic signals have been surrounded by
time-frequency boxes due to the difficulty of choosing a
precise time in long signals. Figure 3 shows some spec-
trogram examples of signals belonging to the datasets.
14,502 annotations have been produced by the 5 annota-
tors, with an average annotation time of 1 hour per sta-
tion, resulting in a total working time of around 10 hours
per annotator. The annotations made by the novice an-
notator turned out to be very conservative, after a ran-
dom inspection of some of them. Indeed, only the “ob-
vious” events were selected. This led us to consider this
set of annotations the same as the others, as we were
confident that it would not add many false positives.

The variability of the 14,502 resulting annotations
was then analysed. Figure 4 shows the absolute num-
ber of annotations among the available labels. The
corresponding relative values are given in supplemen-
tary information S2 and Figure S2. Figure 4 shows
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that most annotators often chose the “uncertain” label
(~70% of the annotations), except for one annotator.
This suggests that visually distinguishing between T-
waves, hydroacoustic P-waves and H-waves can be chal-
lenging, leading conservative annotators to select this
label. Examining the distribution of T and H labels
among events not labeled as “uncertain”, it appears that
T is the most frequent label for three annotators, while
His the most frequent for the remaining two. Cryogenic
signals amounted to less than 5% of the total annota-
tions, underscoring the prevalence of volcano-tectonic
events during the studied periods. This predominance
in OHASISBIO may be attributed to the fact that the
OHASISBIO-2020 data were recorded in June, outside
the austral summer period, when cryogenic noise is
known to be particularly significant in the southern In-
dian ocean (e.g., Royer et al., 2015; Leroy et al., 2018a).
In the HYDROMOMAR dataset, which was not in the
summer period, cryogenic signals have not been partic-
ularly studied or noticed. For further analysis, a figure
showing the distribution of labels depending on the sta-
tions is available as Figure S3. We simply observe that
MAD-W at 26°S provided fewer cryogenic annotations
than ELAN at 56°S, which is closer to cryogenic event
sources.

We grouped same-label annotations that were tempo-
rally close to each other using a time-window of + 10 s
around the annotations. For cryogenic events, due to
the time-frequency boxes annotation method, a group
was formed when two boxes had a non-zero intersec-
tion. Figure 5 illustrates the distribution of group sizes
for each label. The results show that there is more con-
sensus in identifying cryogenic signals than other sig-
nals, with as many groups containing two or more an-
notations as singleton groups. In contrast, T and H
signals are primarily identified by one annotator at a
time. A visual inspection of these singletons often in-
dicated a scenario where one annotator selected it as T-
wave, whereas one or several others labeled it as “un-
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Figure5 Distribution of groups as a function of size. The annotations from the different annotators were grouped together
according to their temporal proximity. The resulting histogram shows the number of groups of each size, with the size varying
from 1, for singletons (events seen by a single annotator), to 5, for groups with complete agreement between all 5 annotators.

The “geophony” label merges all the others except cryogenic.

certain”. Consequently, a new group-finding algorithm
was employed, allowing annotations with different la-
bels (among “T”, “H” and “uncertain”) to be grouped to-
gether if they were temporally close (still within 10 s),
resulting in heterogeneous groups. The outcome, la-
beled “geophony” according to the definition given in
the introduction, shows much more consensus among
annotators.

To streamline the analysis and obtain a final catalog,
these groups have been recorded in a catalog. Labels
“T” and “H” have been assigned for groups of size two or
more, when all annotators agreed on the label. All other
groups except cryogenic were assigned to “uncertain”.
For all these labels, the event time of each group was
determined by averaging the picked time of each an-
notation within the group. For cryogenic annotations,
overlapping boxes were averaged, and their starting and
ending times were retained in the resulting catalog. The
process resulted in a catalog containing: 81 events la-
beled as T, 32 events labeled as H, 6,784 events labeled as
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uncertain and 359 time segments labeled as cryogenic.

Figures 4 and 5 highlight the great difficulty for anno-
tators to distinguish labels “H” and “T”. This difficulty
and the methodology applied to obtain groups led to the
high prevalence of “uncertain” events. Two annotators
were convinced of seeing a substantial number of “H”
events, while the others often disagreed, preferring to
label the same events as “uncertain” or even “T” in some
cases. Previous analyses of geophonic hydroacoustic
events often overcame potential ambiguities with an a
posteriori classification. For example, Bazin et al. (2022)
compared the positions of hydroacoustic events with
that of successive lava flows mapped by bathymetric
surveys as evidence for a volcanic origin. Ingale et al.
(2021) used the position and the spatio-temporal distri-
bution of hydroacoustic events as criteria to determine
the nature of their sources. This apparent difficulty to
decipher “H” from “T” label led us to include them in a
common label “geophony” for the detection part of this
work. All events from “T”, “H” or “uncertain” class were
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considered as belonging to this class, leaving their ex-
act classification to later stages of contextualization not
covered in this work. Thus, the classification step men-
tioned thereafter is of a binary nature.

The resulting catalog also recorded the number of an-
notations merged to obtain each event, the number of
annotations of the same class, and the number of dif-
ferent annotators participating in this group. This last
number accounts for the agreement among the anno-
tators. A qualitative visual inspection showed that all
events recognized by at least three annotators had a
high signal-to-noise ratio, while events only seen by one
annotator were often difficult to recognize, even though
they may still be of geophonic nature. As the objec-
tive of this work is to develop methods to detect any sig-
nal that may be of geophonic nature, even these “non-
obvious” events have been kept in the catalog, leaving
their exact classification to further steps. Some exam-
ples of signals seen by one and three annotators are
available in supplementary figures S4 and S5.

The primary focus of this work was the detection of
possible T-, hydroacoustic P- and H-waves, collectively
referred to as geophony. For the three datasets, two
tasks were formulated:

« Task A: given a window of a fixed duration of 100s,
determine whether or not it contains at least one
geophonic signal.

« Task B: given a window of a fixed duration of 100s,
containing at least one geophonic signal, estimate
the time instant of the(se) signal(s).

In practice, with the aim of establishing the most com-
plete seismic-event catalog possible from unlabeled
data, a technique capable of solving Task A can be used
to determine the windows of interest and then, a tech-
nique capable of solving Task B can be applied to the
windows of interest to obtain a comprehensive cata-
log. For both techniques, we analysed the datasets
OHASISBIO-2020 and HYDROMOMAR-2013 in two ways:
a “complete” dataset where all geophony events are
considered, and a “conservative” dataset where only
geophony events annotated by at least three annotators
are considered. This enables us to evaluate both the
ability of the models to detect uncertain events and their
reliability at detecting “obvious” ones, that are unlikely
to be missed by humans. Moreover, this also enables to
assess the impact of the annotation aggregation method
on the model evaluations.

4 Automatic detection methods

To address tasks A and B, four models were evaluated,
three of which were considered for benchmarking, with
the last one proposed as an original model. We con-
sidered time-windows of 100 s of the two classes, ex-
cept for a particular model. In training mode, posi-
tive windows were uniformly and randomly sampled
between -45 and +45 seconds around known geophonic
events. This random sampling was implemented to pre-
vent models from learning to focus exclusively on the
central portion of the signal. Negative windows were

extracted in the middle of negative ranges given by the
annotations.

4.1 Benchmarking existing models
4.1.1 Stochastic Gradient Boosted Trees (SGBT)

SGBT is a boosting technique that involves growing mul-
tiple trees of limited length and aggregating them to
form a complex model. Trees are stacked one at a
time, and designed to reduce the overall loss. Sukhovich
etal. (2014) applied this technique on features obtained
through a DWT to classify hydroacoustic signals into P-
waves, T-waves, iceberg-generated or ship-generated.
The objective was to provide a low-cost detection so-
lution, in terms of resources and time. The DWT and
the SGBT training or execution times are minimal, of-
ten less than one second on a laptop for the use case
detailed in this work. This aspect is relevant for em-
bedded systems in recording instruments such as MER-
MAID (Simons et al., 2009).

The process begins with the application of DWT
which is performed on the raw acoustic time series, re-
taining eight scales and using biorthogonal wavelets,
which are two wavelets with vanishing moments of re-
spectively two and four. The energy of each scale is av-
eraged over time, and the relative importance of each
scale is used as a feature for training the SGBT. The trees
in the SGBT model are constrained to a depth of 3.

The training process of SGBT models can be tuned by
modifying two hyperparameters, the learning rate and
the maximal number of trees. The Tree Parzen Estima-
tor algorithm has been used to perform Bayesian op-
timization, an optimization paradigm leveraging a pri-
ori knowledge about parameters and enabling refine-
ment of the guessed distribution of the optimal ones
(Bergstra et al., 2011). The learning rate was selected
from an a priori logarithmically uniform distribution in
the range [0.01, 1] and the number of trees was sam-
pled from an a priori uniform distribution in the range
[1, 1000]. 10,000 iterations were performed to estimate
the optimal hyperparameters using the hyperopt library
(Bergstra et al., 2013).

It is worth noting that, unlike other models, SGBT
does not directly leverage the time-series nature of the
data but rather uses averaged features. This approach
dilutes small signals when dealing with 100 s time-
windows. To address this issue, this work also consid-
ered 20 s time-windows as input data, using random
shifts of + 9 seconds instead of 45. The model was
implemented with the scikit-learn library version 1.3.1
(Pedregosa et al., 2011).

4.1.2 ResNet-50

ResNet-50 is a CNN architecture that incorporates skip-
connections, obtaining several properties such as the
ability to mitigate the vanishing gradient problem dur-
ing back-propagation through the network. It demon-
strates high accuracy on the ImageNet classification
task, achieving a Top-1 accuracy of approximately 75%
(He et al., 2016). Notably, the model has proven effec-
tive for transfer learning on diverse tasks using images,
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making it a popular choice for such applications. In this
work, we use the weights obtained by the network after
training on the ImageNet database. Log-spectrograms
are generated from raw acoustic time-series using 256
points per segment, a 50% overlap, and a Hamming win-
dow. The spectrograms undergo normalization, with
minimum and maximum values empirically set to -
35 dB and 140 dB, respectively. The spectrograms are
saved as grayscale images with a size of 186x129x1. The
ResNet pipeline used in this work initially reshapes the
spectrograms to a size of 224x224x3 with linear inter-
polation and duplication for the channels and applies
the standard preprocessing steps of ResNet-50. All lay-
ers of the model, except the last convolutional layer, are
frozen. Subsequently, following a MaxPooling opera-
tion, five layers of fully connected neurons with 50%
dropout are applied. The last layer uses a sigmoid acti-
vation function to perform a binary classification task.
The network comprises 2,793,473 trainable parameters,
primarily concentrated in the fully connected layers.
A stochastic gradient descent algorithm with batches
of size 64 was used for training, with a binary cross-
entropy loss. The binary cross-entropy is a notion bor-
rowed from information theory, used in this context to
quantify the divergence between two probability distri-
butions: the ground truth values and the network out-
puts. The binary cross-entropy H (p, ¢), with p and ¢ be-
ing two distributions on X, is expressed as follows:

H(p,q) =Y _ —p(x) log(q(z)) — (1 - p(x)) log(1 — gq(x))

zeX
(1)

This model, like other neural networks in this work,
was implemented with the Tensorflow library (Abadi
et al., 2015).

4.1.3 AcousticPhaseNet

PhaseNet is a U-Net-like CNN, designed with one-
dimensional convolutions, specifically for seismic data
analysis. Its original purposeisto estimate the probabil-
ity of the presence of P- and S-waves at each time step
(Zhu and Beroza, 2019), a mechanism that we call time
segmentation. Thus, for both P- and S-waves, the neu-
ral network learns a function £ : [0,1]7 — [0,1]T where
T is the time dimension of the input signal. To do so,
the network compresses the data using 1D convolutions,
a process called downsampling, before expanding such
that the input and output have the same shape, a process
called upsampling. Residual connections are added be-
tween the downsampling part and the upsampling part,
which causes PhaseNet to be a U-Net-like model. For
our work, PhaseNet potentially addresses task B. Addi-
tionally, by extracting the maximum output of the net-
work for a given time-window, the model results can be
simplified from time segmentation to binary classifica-
tion results, allowing for evaluation on task A.

The input consists of raw waveform values from
the provided time-windows. The data is normalized
such that each sample corresponds to an instantaneous
sound pressure level between -35 dB and 140 dB. This
leads to 24,000 values, stored on four bytes, which are
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then linearly resampled to 32,768 values, aligning with
a power of two.

Similarly to the PhaseNet approach, the ground truth
is composed of zeroes at each time step, except around
known events where an absolute-value function is em-
ployed, reaching a width of 10 s. The width is chosen to
cover twice the approximate time resolution of the tool
used for annotations of the OHASISBIO-2018 dataset,
preventing a high penalization of the model in case the
annotation pick time is not exact.

For our purpose, modifications were made to adapt
the model to hydroacoustic data. Firstly, the number of
input channels was reduced from three (N-S, E-W, ver-
tical movement) to one (pressure). Secondly, two more
upsampling and downsampling blocks were added to
account for the higher sampling rate and longer dura-
tion of the time-windows, resulting in many data points.
The resulting network, called AcousticPhaseNet, has
118,242 trainable parameters, distributed among 1D
convolutions.

A stochastic gradient descent algorithm with batches
of size 64 was used for training, with a binary cross-
entropy loss. To face the difficulty posed by the 32,768
output values, the loss was simply taken as the sum of in-
dividual cross-entropies of each time step. Overall, the
formula used can be summed up as follows, with X the
sample space and ¢; € x the iy, time step of the sample
r e X:

H(p,q) =) > —p(t:)log(a(ti)—(1-p(t;)) log(1—q(t:))

r t;€x
(2)

4.2 A custom model: Time Spectrogram Seg-
mentation Network (TiSSNet)

The rationale behind PhaseNet and the usage of spec-
trograms in the acoustic community led us to create
a new Fully Convolutional Network (FCN). This FCN
takes spectrograms as inputs and provides an estima-
tion of the probability of an event presence at each time
step, thus performing time segmentation as defined for
PhaseNet and learning a function f : [0, 1]7*F — [0,1]T
where T and F are the time and frequency dimensions
of the spectrograms. The network incorporates succes-
sive two-dimensional convolutions with an asymmetric
stride, dividing the number of bins along the frequency
axis by two or four at each step while keeping the num-
ber of bins along the time axis unchanged. Following
several downsampling blocks, when the data only has
one bin along the former frequency axis left, a sigmoid
function is applied to ensure that the output for each
time bin lies in the interval [0,1]. This output can be in-
terpreted as the probability of the presence of a signal of
interest as a time series, represented in one dimension.

Similar to ResNet, the input data is generated from
raw acoustic time-series and transformed into log-
spectrograms. For this model, the input spectrograms
are linearly reshaped to contain 128 frequency bins,
enabling to optimally use powers of two as strides,
where strides refer to the number of pixels separat-
ing neighboring kernel applications in the convolution.
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Figure6 The proposed TiSSNet network architecture is designed to process a 100 s spectrogram with 128 bins of frequency.
The orange arrows represent series of three stacked convolutions, using LeakyReLU activation function and a kernel varying
with the features size, keeping a width of 8 but a height of 8, 5, 3 and 2 from left to right. Blue arrows represent a Max Pooling
layer with asymmetric kernels, keeping a width of 1 and a height of 2, 4, 4 and 4 from left to right. The last convolutional layer,
in black, applies a sigmoid on the data to output a result in the range [0,1].

SGBT (20s) | SGBT (100s) | ResNet-50 AcousticPhaseNet | TiSSNet
AuC (OHASISBIO-2018) | 0.9357 0.9058 0.9534 0.9700 0.9812
AuC (OHASISBIO-2020 | 0.8495 0.7744 0.8090 0.9357 0.9264
“complete”)
AuC (OHASISBIO-2020 | 0.8903 0.8184 0.9092 0.9775 0.9684
“conservative”)
AuC (HYDROMOMAR- | 0.9012 0.8435 0.8557 0.9018 0.9463
2013 “complete”)
AuC (HYDROMOMAR- | 0.9348 0.8843 0.9254 0.9605 0.9725
2013 “conservative”)
Trainable parameters / / 2,793,473 118,242 1,038,161
Training time 321 ms 321 ms 1h22 1h10 2h55

Table2 Summaryresults, giving Task A scores (expressed in term of AuC of ROC), number of parameters, measured training
time and the resources used for each of the models. Task A refers to the binary classification of time-windows, which can
either contain a geophonic event or not. The trainable parameters consist of convolutional kernel and fully connected weights
and biases, thus being non applicable for the SGBT model. For each line, the best score, when applicable, is written in bold.

The ground truth values are computed as in the Acous-
ticPhaseNet case. The architecture of the network is de-
scribed in Figure 6. The network has 1,038,161 trainable
parameters, distributed among 2D convolutions.

A stochastic gradient descent algorithm with batches
of size 64 was used for training, with a binary cross-
entropy loss as defined by equation 2.

5 Evaluation of models for automatic
detection

At inference time, the models are applied on consec-
utive time-windows, covering all periods of this study.
Receiver Operating Characteristic (ROC) curves, within
the context of binary classification, illustrate the perfor-
mance of models by plotting the True Positive (TP) rate
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as a function of the False Positive (FP) rate. Given that
binary classifiers generally output a value within the in-
terval [0, 1], athreshold has to be chosen to take a binary
decision. By varying this threshold, different TP and FP
rates can be determined and thus the ROC curve can be
plotted. The Area under the Curve (AuC) of ROC curves
serves as a performance metric for classifiers, less ar-
bitrary than common metrics such as accuracy or re-
call measured with a fixed threshold. The AuC score
ranges between 0 and 1 with a higher value indicat-
ing better classification performance. Table 2 presents
the AuC scores of each classifier on each of the three
datasets (two of which being also considered in conser-
vative configuration). The number of trainable param-
eters for each model and the associated training time
on the OHASISBIO-2018 dataset are also given. Train-
ing times were estimated based on a single training of
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Figure 7 ROC curves of the models, showing True Positive (TP) rate as a function of False Positive (FP) rate, applied to the
a) complete and b) conservative OHASISBIO-2020 datasets; c) complete and d) conservative HYDROMOMAR-2013 datasets.

150 epochs for the neural networks, while it was aver-
aged on 1,000 consecutive trainings for the SGBT model.
For OHASISBIO-2018, serving as a training set, a 5-FOLD
cross-validation was employed to evaluate AuC before
training the models on the entire dataset for evaluation
on OHASISBIO-2020 and HYDROMOMAR-2013.

Figure 7 shows the ROC curves for the different mod-
els, including TiSSNet, applied to the OHASISBIO-2020
and HYDROMOMAR-2013 dataset, in both complete and
conservative cases.

To evaluate the results of task B, both time-segmenter
models are applied to the complete evaluation datasets.
A peak-finding algorithm implemented in scikit-learn is
employed to convert time-wise probability estimations
into distinct events. A maximum time difference of 10 s
between two peaks is chosen arbitrarily. This decision
aligns closely with the selected time resolution of the
time-axis labels in the APLOSE annotation tool, and to
the width of the absolute value function used for train-
ing those models as previously mentioned. Then, a se-
lection criterion retains only the peaks closest to ground
truth annotations, provided they are less than 10 s apart.
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Finally, the time differences between these peaks and
their corresponding ground truth annotations are cal-
culated for the time-segmentation models (Figure 8).

6 Discussion and conclusion

The main goal of this work was not only to provide mod-
els to deal with hydroacoustic data for seismology, but
most importantly to propose a common benchmarking
framework for the community. In addition to being
made public, the annotated data can still be further im-
proved and will be kept up to date. The resulting bench-
marking framework, composed of datasets, a method-
ology and models, should help to evaluate the perfor-
mance of new geophony detection tools.

Inconsistent human annotations have been discussed
in section 3.2. Interestingly, our analysis of their an-
notations shows they had a great difficulty in distin-
guishing T- from H-waves. This may be attributed to
the recent interest on H-waves, causing annotators to
poorly know their characteristics. Further works focus-
ing on these signals may lead to a better understanding
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Figure 8 Distribution of pick errors of TiSSNet and AcousticPhaseNet on the two evaluation datasets: a) TiSSNet and b)
AcousticPhaseNet on OHASISBIO-2020 dataset; c) TiSSNet and d) AcousticPhaseNet on HYDROMOMAR-2013. For a) and ¢),
the x-axis increments are multiples of the spectrogram time resolution, which is close to 0.55 s.

of their generation mechanism and to the emergence
of more examples to compare to. This could lead the
way to the emergence of a multiclass catalog, instead
of the current binary classification catalog. For these
reasons, the annotation campaign will remain open and
editable for any researcher interested in further verify-
ing, adding and/or correcting current annotations upon
request. This was actually a key feature of our annota-
tion campaign, and part of the intended design of the
APLOSE platform. Creating an annotation campaign
kept open in the long term will favor the appropriation
of our dataset by the community, in particular because
the quality of annotations can thus be directly assessed
by anyone. This could improve the coverage of the data
and most importantly the reliability of the annotations.

Table 2 shows that the two time segmentation mod-
els, AcousticPhaseNet and TiSSNet, outperform the
classification-based models (SGBT and ResNet-50). This
superiority may be because these models implicitly en-
counter more negative samples during training, as pos-
itive windows selected for training are predominantly
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composed of negative time segments. Classification
models, on the other hand, only see those windows as
positive ones, without knowing which segment of the
input is responsible for this label. SGBT exhibits lower
AuC values than other models when using 100 s win-
dows, particularly on the evaluation datasets. Given the
much higher score of the model on 20 s windows, we at-
tribute most of this difference to the dilution of the sig-
nal of interest in the long windows. Solving this prob-
lem would require more features in the SGBT inputs.
For example, the 100 s inputs could be divided into five
segments and the obtained features could be aggregated
to a two-dimensional time-scale matrix. Another point
is the low dimensionality of the SGBT input features,
which possibly fail to capture the relevant discriminant
information of the base signal. Yet, SGBT is more com-
putationally efficient, with a training and evaluation
time four orders of magnitude smaller than the other
models. The ResNet-50 based model quickly overfits,
likely due to the small size of the dataset, and a lighter
architecture could lead to a lower training variance and
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thus a better score. TiSSNet demonstrates a slightly bet-
ter AuC than AcousticPhaseNet on the training set, al-
though AcousticPhaseNet performs slightly better on
the OHASISBIO-2020 dataset. AcousticPhaseNet, how-
ever, greatly falls behind the score of TiSSNet for
HYDROMOMAR-2013 and thus fails to demonstrate a
great generalization capability for this environment, ge-
ographically different from the training dataset envi-
ronment. TiSSNet has the advantage of using a mean-
ingful time-frequency representation, which offers co-
herent 2D support that is easier to work with convolu-
tions than raw waveforms. However, this requires 2D
kernels, resulting in a higher number of parameters
than the 1D convolutions of AcousticPhaseNet. More-
over, working with 1D convolutions enabled Acous-
ticPhaseNet to work in a U-Net-like architecture. In the
end, this work both shows the applicability of PhaseNet
to the hydroacoustic field, and the efficiency of a similar
spectrogram-based model. Sukhovich et al. (2014), in
their data analysis, obtained a true positive rate of about
98.7% with a false positive rate of about 1.3%, which
is much more than that measured in OHASISBIO-2020
and HYDROMOMAR-2013. TiSSNet, for example, has
a false positive rate of 23.5% when reaching a similar
true positive rate. However, this difference is because
Sukhovich et al. (2014) used the same set of samples to
build the training and evaluation datasets. The different
sensors were, moreover, very close to one another, lim-
iting the diversity of soundscape induced by geograph-
ical variability. The score they obtained is thus compa-
rable to the cross-validation performed in our work on
the OHASISBIO-2018 dataset. Moreover, the classifica-
tion model described in our work has been used in the
same conditions as the other tested models.

Considering task B, TiSSNet and AcousticPhaseNet
have a time residuals distribution roughly centered on
zero for both evaluation datasets, with a smaller kurto-
sis in the case of HYDROMOMAR-2013 for TiSSNet (Fig-
ure 8). The residuals variance for TiSSNet can be at-
tributed to model imprecision and the coarse-grained
time-resolution of the spectrograms which cause the
model to approximate the detection peak location to a
neighboring time bin. Zhu and Beroza (2019) obtained,
with a similar detection capability, a much more precise
picking, with a deviation typically smaller than 0.5 s,
thus 20 times more precise than that shown in Figure 8.
The main reason we advance is that seismic phases of-
ten last a few seconds, while T-phases easily reach tens
of seconds. Moreover, the uncertainty in the annota-
tor pickings, especially given the high duration of spec-
trograms shown in APLOSE, may contribute to model
incompressible time residuals. In the end, the over-
all precision of TiSSNet and AcousticPhaseNet meet the
requirements of the field, but still leaves room for im-
provements.

The performances of the models, considering both
tasks A and B, are as expected slightly better on eventsin
the “conservative” dataset than those in the “complete”
one. However, the ranking of models are even, showing
asimilar impact on them. Some examples of the ground
truth events missed by all models in task A have also
been visually inspected. They did not show any notable
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pattern that could explain the common error. Examples
on this topic are given in the supplementary materials,
in figures S7 and S8.

Considering both tasks, it is important to note that
improvements are still needed. One may argue that
task B could be the target of non-parametric algorithms,
that, for instance, could search for the maximum of en-
ergy in the considered time-window. The literature pro-
vides limited studies focused on this task, which awaits
a more extensive investigation of this specific problem.
Task A seems more challenging and leaves room for im-
provement as shown by the ROC curves in this work and
the abundant literature focusing on acoustic classifica-
tion. In the end, we propose a benchmarking frame-
work consisting of a training dataset, two evaluation
datasets, two tasks to solve and some models to com-
pare with, including an original one. We are convinced
that the proposed framework may ease the develop-
ment of new models, because it was tailored to enable
their evaluation, and because we proposed a state-of-
the art framework open to improvements.
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