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2Service hydrographique et océanographique de la marine (SHOM), Brest, France7

Key Points:8

• Seasonal variations in Arctic sea ice significantly influence the ocean’s scales of mo-9
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Abstract15

The seasonality of Arctic sea ice cover significantly influences heat, salt, buoyancy fluxes,16

ocean-ice stresses, and the potential and kinetic energy stored in the ocean mixed layer.17

This study examines the seasonal variability of oceanic scales and cross-scale flux of ki-18

netic energy in the seasonally ice-covered Arctic, using a high-resolution, idealized cou-19

pled ocean-sea ice model. Our simulations demonstrate pronounced seasonality in the20

scales of oceanic motion within the mixed layer, governed by distinct mechanisms dur-21

ing summer and winter. In summer, an inverse energy cascade sustains mesoscale dy-22

namics and enhances kinetic energy. In winter, ice-induced dissipation suppresses kinetic23

energy and mesoscale, allowing only the persistence of submesoscale features. These re-24

sults underscore the critical role of sea ice in modulating the seasonal dynamics of oceanic25

motion and their dominant scales, a behavior markedly different from that in the open26

ocean. Thus, understanding these coupled processes is essential for improving predic-27

tions of the ocean’s energy evolution as the Arctic transitions toward a summer ice-free28

regime.29

Plain Language Summary30

The seasonal changes in Arctic ice cover significantly influence heat, salt, and en-31

ergy transfers within the ocean. This study employs a high-resolution model to inves-32

tigate how these variations affect the seasonality of ocean currents and energy distribu-33

tion throughout the year. Our findings reveal that the scale of ocean motion and the amount34

of kinetic energy differ between summer and winter. In summer, ocean scales exceed 835

km and exhibit higher energy levels. Conversely, in winter, sea ice dissipates oceanic en-36

ergy, reducing energy levels, and limiting motion to scales smaller than 8 km. These re-37

sults demonstrate that sea ice plays a pivotal role in shaping the seasonal dynamics of38

oceanic processes, a behavior that contrasts with the open ocean. Understanding these39

seasonal changes is critical for predicting how the Arctic will evolve as it transitions to-40

ward a summer ice-free state.41

1 Introduction42

Oceanic eddies are ubiquitous in the Arctic Ocean, particularly in seasonally ice-43

covered regions (Cassianides et al., 2023). Arctic eddies are known to stir and mix ocean44

properties (Fine et al., 2018), modulate the ocean stratification (Pnyushkov et al., 2018),45

contribute to the equilibration of the large scale wind-driven circulation (Lique & John-46

son, 2015), transport nutrients and tracers (Watanabe et al., 2014), and transfer ocean47

heat vertically (Bebieva & Timmermans, 2016). Eddies with horizontal length-scales of48

the same order as the first baroclinic Rossby deformation radius (O ∼ 10 km; Nurser49

& Bacon, 2014) are known in literature as mesoscale, while smaller scales are commonly50

referred to as submesoscale. Mesoscale eddies generated through baroclinic instabilities51

and submesoscale eddies generated by mixed layer instabilities and shear/strain of mesoscale52

eddies are known to transfer potential energy into kinetic energy (KE; Fox-Kemper et53

al. 2008. Moreover, mesoscale and submesoscale eddies are capable to transfer KE across54

scales from large scales toward smaller scales (the forward energy cascade) and from small55

to larger scales (the inverse energy cascade; Ferrari & Wunsch 2009). An improved un-56

derstanding of the seasonality of KE and flow scales in the open ocean has been gained57

over the past decade (Rocha et al., 2016; Buckingham et al., 2016; Qiu et al., 2014). In58

a nutshell, in the open ocean, the seasonality is characterized by more energy within the59

mesoscale range and a drop of energy within the submesoscale range in summer, while,60

in winter the energy in the mesoscale retains its summer signature, but the energy in the61

submesoscale range increases due to a deepening of the mixed layer (ML) and an enhance-62

ment of ML instabilities (Yu et al., 2023; Uchida et al., 2017). In the ice-covered ocean,63

the seasonality of the ocean dynamics, stratification, and ML are strongly dominated by64
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the growth, melt, and surface stress of the sea ice, thus we hypothesize that the season-65

ality of KE spectra could differ from the open ocean regime.66

Several studies have explored the seasonal dynamics of submesoscale and mesoscale67

flows in polar regions, particularly under varying sea ice conditions. Using an idealized68

model representing the multi-year sea ice pack, Mensa & Timmermans (2017) showed69

that submesoscale KE increases during summer due to enhanced internal wave activity,70

whilst the mesoscale KE shows no seasonal variation, both in the ML and the ocean in-71

terior. In contrast, based on the analysis of realistic high-resolution simulations, Manucharyan72

& Thompson (2022) and Liu et al. (2024) found a seasonal variability of the KE and the73

oceanic scales of motion in the seasonally ice-covered regions. In particular, Manucharyan74

& Thompson (2022) noted a seasonal transition from an energetic mesoscale and weak75

submesoscale field in summer to a weak mesoscale and energetic submesoscale field in76

winter (see Fig. 3g in Manucharyan & Thompson 2022), likely associated with the tran-77

sition from high sea ice concentrations in winter to lower concentrations in summer. Ad-78

ditionally, they found that the vorticity variance was more strongly dissipated in win-79

ter than in summer due to the higher sea ice concentration. Although the findings of these80

studies might initially seem opposed, one need to remember that they consider differ-81

ent sea ice regimes: Mensa & Timmermans (2017) focused on the ice pack, while the other82

two studies focused on the seasonal ice-covered zones and qualitatively described a de-83

pendency between the energetic ocean scales and the sea ice concentration. However, the84

seasonal transition of ocean scales and their energetics under sea ice, as the ocean shifts85

seasonally from ice-free to ice-covered conditions, remains to be fully characterized.86

Determination from direct observations of the predominant ocean scales of motion87

seasonality in the Arctic is limited, but recent observational studies have provided some88

evidence supporting a seasonality of the mesoscale field. For instance, Meneghello et al.89

(2021) suggested using moorings and numerical simulations that the growth of surface90

mesoscale eddies in summer is modulated by sea ice friction, and Cassianides et al. (2023)91

found hints of a seasonal variability of the slopes of the surface potential density spec-92

tra from Ice Tethered Profilers in the seasonally ice-covered Canadian and Eurasian basins.93

Potential density variance is directly linked to baroclinic instability due to the conser-94

vation of potential vorticity. Thus, seasonal variations of the scales in the potential den-95

sity variance are likely evidence of a seasonal variation of the ocean scales of motion un-96

der sea ice. Yet, it remains unclear which processes may be driving this seasonality. Here,97

we focus on the drivers of the seasonality of scales and KE as the ocean transitions from98

ice-free to ice-covered conditions over a full seasonal cycle.99

Sea ice dissipates ocean eddies (Ou & Gordon, 1986), through friction and a pro-100

cess equivalent to the ‘eddy-killing’ used in ocean-atmosphere interactions (Renault et101

al., 2016), where wind stress dissipates the oceanic eddies. Indeed, ice stress can act sim-102

ilarly by diminishing the intensity of the ocean eddy field. As sea ice drifts, it exerts stress103

on the ocean surface, and if the ice stress opposes the eddies’ circulation, eddies will lose104

energy due to friction with the ice. Thus the intensity and coherence of the eddies will105

be reduced asymmetrically, thereby ‘killing’ or weakening them, similar to how wind stress106

weakens eddies in ice-free regions. This interaction is the largest in seasonal ice-covered107

regions, where the mobility of the ice varies throughout the year. It is well known that108

‘eddy killing’ acts preferentially at given length-scales (Rai et al., 2021), thus we hypoth-109

esize that this ice-induced eddy dissipation may also act preferentially within a range110

of oceanic scales, and vary on a seasonal cycle with the varying sea ice conditions. This111

framework has been commonly used in ocean-atmosphere interactions, and here, for the112

first time, we apply it to ocean-ice interactions.113

This paper is structured as follows: Section 2 details the methodology employed114

in our study. Section 3.1 examines the seasonal transition of scales within the idealized115

simulation. In Section 3.2, we analyze the KE spectra, the generation of mesoscale and116

submesoscale eddies, and the seasonality of the forward and inverse energy cascade. Sec-117
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Figure 1. Forcing and vertical initial profiles of the idealized configuration. (a) Incoming

short wave radiation, incoming long wave radiation, and air temperature. Vertical profiles of (b)

temperature and (c) salinity for the initial conditions of the simulation. In panel c, the dotted

lines correspond to the northern and southern vertical salinity profiles of the simulation. Note

that the temperature profile was adjusted to match the freezing point at the surface based on the

mean salinity profile.

tion 3.3 explores the sources and sinks of KE of the simulation. Finally, Section 4 presents118

our discussion and conclusions, synthesizing the findings and their implications for the119

dynamics of the Arctic Ocean.120

2 Methods121

2.1 Model configuration122

We use an hydrostatic ocean model (NEMO; Madec et al., 2022) coupled to an elasto-123

viscoplastic sea ice model (SI3; NEMO Sea Ice Working Group, 2022). The setup used124

for the idealized configuration consists of a zonally reentrant channel that spans 300 km125

meridionally, 200 km zonally, and 500 m in depth. The horizontal resolution is 250 m126

and the vertical has 50 levels with variable spacing that increases from 2.5 m at the sur-127

face to 19 m at the bottom. This resolution was chosen to resolve mesoscale and sub-128

mesoscale features arising from baroclinic instabilities prescribed in the initial conditions.129

We opted for a logarithmic bottom drag to reduce flow length-scales, but note that the130

KE seasonality remains consistent when using a free-slip bottom, though both the flow131

intensity and scales are smaller. We use an f-plane approximation at 80◦ N (f = 1.43×132

10−4), a velocity dependent bi-harmonic isopycnal tracer diffusivity, and a bi-harmonic133

horizontal viscosity. The vertical mixing is based on the turbulent kinetic energy closure134

from Blanke & Delécluse (1993). We use the Non-Penetrative Convective algorithm pa-135

rameterization that mixes iteratively the water column until the density profile is sta-136

ble. A nonlinear equation of state is used to compute density (EOS80; Fofonoff & Mil-137

lard Jr 1983). The atmospheric forcing consists of a daily climatology of shortwave ra-138

diation, longwave radiation, and air temperature built from ERA5 over the period 1979139

to 2021 over the Arctic (north of 80°N; Fig. 1a). This forcing is spatially constant, and140

it does not include wind forcing. The seasonal cycle of the forcing allows the retreat and141

formation of sea ice during summer and winter, respectively. The surface fluxes between142

the ice-ocean-atmosphere are computed using the NCAR bulk formula (Large & Yea-143

ger, 2009).144
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The simulation is a spin-down experiment initialized with a meridional front pre-145

scribed only in the salinity field (Fig. 2a and b), since the density in the Arctic is mostly146

controlled by salinity. The front is generated by redistributing meridionally a ∼ 1 psu147

salinity anomaly that extends down to 75 m depth, with a fresh anomaly in the north-148

ern half of the domain (Fig. 1c). The temperature and salinity fields include noise in the149

top 75 m to seed baroclinic instability. Our simulation is initialized from rest on May150

1st with a sea ice thickness of 1 m over the entire model domain and it spins down over151

time. The background initial vertical temperature and salinity profiles resemble the ver-152

tical structure of the Arctic with fresh and cold water masses above warmer and saltier153

waters below the halocline (Fig. 1b and c). Baroclinic instabilities develop around the154

initial front and it takes a seasonal cycle for the ML, stratification, and sea ice to equi-155

librate. This seasonality of the simulation was tested and consistent across multiple hor-156

izontal resolutions: 2km, 250m, and 100m. The analysis presented hereafter uses daily157

output during the second year of the 250m resolution simulation. The simulation repro-158

duces the seasonality of the ice cover, with the sea ice extent maxima occurring in May159

(before the forcing maxima of incoming short wave radiation; Fig. 1a), and the domain160

is ice-free between August and October.161

2.2 Energetics framework162

The KE budget and potential energy budget equations share the term wb, where163

w is the vertical component of the velocities and b the buoyancy, i.e. the buoyancy flux,164

that represents the conversion from potential energy to KE and vice-versa. A decom-165

position of this term, allows us to decompose it into the conversions of mean potential166

energy to mean kinetic energy and eddy potential energy (EPE) to eddy kinetic energy167

(EKE):168

wb = wb+ w′b′ +O. (1)169

In our simulation, the geometry ensures that the average along the periodic direction,170

, represents the mean state of the domain, with deviations from this mean, denoted as171

′. Averaging and rearranging the equation, the cross terms (O) become zero and we ob-172

tain:173

w′b′ = wb− wb. (2)174

This term is commonly known as the baroclinic conversion rate, turbulent potential to175

EKE conversion rate, or eddy buoyancy flux (Wunsch & Ferrari, 2004).176

The ocean contains energy on a wide range of length-scales and frequencies. To un-177

derstand the scales in which energy is contained, we use the spectral energy flux (ΠQ)178

defined by Capet et al. (2008). The momentum equation are Fourier transformed to ob-179

tain the KE budget equation in wavenumber domain:180

∂

∂t
KE(kx, ky, t) = T (kx, ky, t) + P (kx, ky, t)−D(kx, ky, t). (3)181

Here, kx and ky are the wavenumbers in the x and y direction, P (kx, ky, t) is the forc-182

ing term including the conversion rate from potential energy to KE, D(kx, ky, t) the dis-183

sipation, and T (kx, ky, t) emerges from the advection term of the momentum equation184

and corresponds to the transfer of KE among different spatial scales:185

T (kx, ky, t) = ℜ
[
F(u)∗F

(
u
∂u

∂x
+ v

∂u

∂y

)
+ F(v)∗F

(
u
∂v

∂x
+ v

∂v

∂y

)]
/∆k2, (4)186

where ℜ means the real part of the expression and F the Fourier Transform. Finally, the187

spectral KE flux ΠQ is obtained by integrating T (kx, ky, t) from wavenumber K ′ to the188

maximum available wavenumber (K; ∼ 2cpkm).189

ΠQ(K
′, t) =

∑
K>K′

T (kx, ky, t). (5)190
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Figure 2. Initial conditions for the idealized coupled sea ice-ocean configuration. a) Initial

ocean salinity initialized with a fresher northern domain within the ML to develop baroclinic

instabilities. The salinity difference between the northern and southern half of the domain is 1

psu. b) Initial ocean temperature representative of waters near the freezing point above a warmer

subsurface layer.

The spectral KE flux and KE spectra are computed for all the meridional transects191

(along the periodic size of the domain) between −125km and 125km to avoid the effect192

of the northern and southern boundaries and then averaged meridionally. The KE spec-193

tra is computed for snapshots on the 1st December, 1st March, 1st June, and 1st of Septem-194

ber, with a spread that corresponds to the maximum and minimum values of the merid-195

ional spectra. The spectral KE flux is averaged over each season and it represents the196

mean transfer of energy from the start of one season to the start of the following one.197

For example, the summer energy flux corresponds to the mean energy transfer contributed198

to transition from the energy distribution on the 1st of June to that on the 1st of Septem-199

ber.200

2.3 Mixed layer instabilities201

Frontal structures within the ML can result in the generation of a submesoscale202

eddy field through ageostrophic baroclinic instabilities (Fox-Kemper et al., 2008). These203

instabilities extract potential energy by flattening isopycnals and inject KE into a ML204

eddy field. The generation of submesoscale eddies intensifies in regions with strong lat-205

eral buoyancy gradients, high vorticity, and weak vertical stratification, which can be quan-206

tified using the balanced Richardson number207

Ri =
N2f2

M4
, (6)208

where f is Coriolis and N2 is the vertical stratification defined as209

N2 = − g

ρ0

∂ρ

∂z
, (7)210

g is the gravity, ρ0 is the average ocean density of 1026kg/m3, and ρ is the density. M4
211

is the square of the horizontal buoyancy gradients,212

M4 =
∂b

∂x
+

∂b

∂y
. (8)213

By introducing the Richardson angle (ϕRi), the instability regimes can be classi-214

fied into stable conditions, symmetric instabilities, and gravitational instabilities (Thomas215
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et al., 2013):216

ϕRi = tan−1

(
− 1

Ri

)
, (9)217

instabilities will occur if the following criteria is meet:218

ϕRi < ϕc ≡ tan−1

(
−ζg

f

)
(10)219

where ζg is the vertical component of the absolute vorticity of the geostrophic flow. Due220

to the hydrostatic approximation in NEMO, the ocean model can only represent ageostrophic221

baroclinic symmetric instabilities (N2 > 0), as any density inversion is mixed by the222

non-penetrative convection parameterization. The contribution of each of these insta-223

bilities to the KE budget are quantified by the baroclinic conversion term (Eq. 1; Thomas224

et al. 2013). The characteristics of ML instabilities can be captured using the Eady the-225

ory (Eady, 1949), which was extended by Stone (1972) to include ageostrophic baroclinic226

instabilities. The spatial scale of the fastest growing mode is defined as:227

Ls =
2πU

|f |

√
1 +Ri

5/2
, (11)228

where U is the mean flow velocity, and the Eady time-scale is defined as:229

Ts =

√
54

5

√
1 +Ri

|f |
, (12)230

Fox-Kemper et al. (2008) suggest that the Eady growth rate is a good estimate of the231

growth length-scale only during the spin up of the instabilities, yet, this linear theory232

is helpful in determining the presence and persistence of ML instabilities in the numer-233

ical simulations.234

2.4 Eddy dissipation by sea ice235

The stress at the ocean surface (τ o) is estimated by adding the quadratic form stress236

drag from the atmosphere and the ice as follows:237

τ o = (1−A)τ a +Aτ i, (13)238

where A is the ice concentration, τa the atmosphere stress, and τi the ice stress. As the239

winds are set to zero in our simulation, we obtain:240

τ o ≈ Aτ i. (14)241

And the stress exerted by the sea ice is equal to:242

τ i = ρ0CD|ui − uo| (ui − uo) . (15)243

Here, CD the drag coefficient of 12×10−3, ui the ice velocity, and uo the surface ocean244

velocities. Analogous to the wind work and eddy killing proposed by Renault et al. (2016),245

we define the ice work or ice-induced eddy dissipation (FK) as:246

FK =
1

ρ0

(
τixui + τiyvi

)
(16)247

where ui and vi are the zonal and meridional ice velocities, τix and τiy are the zonal and248

meridional surface ice stresses. This ice work can act to dissipate the energy contained249

by the eddy field, and using spectral analysis of the ice work, we can estimate the scales250

at which the eddy field is dissipated by the sea ice stress.251
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3 Results252

3.1 Seasonality of the ice-ocean conditions253

The seasonality of the atmospheric forcing (air temperature, incoming shortwave,254

and longwave radiation; Fig. 1a) are reflected in the seasonality of the domain averaged255

sea ice thickness, and temperature and salinity profiles (Fig. 3a and b). The sea ice thick-256

ness (overlaid to Fig. 3a) shows a characteristic seasonal cycle ranging from 0m in sum-257

mer to ∼ 2m thickness in May. During summer, sea ice melt releases freshwater at the258

ice-ocean interface, forming a shallow summer ML. Additionally, a surface warm layer259

forms and becomes trapped below the ML, forming a remanent layer that persists un-260

til the next winter between the ML and the halocline. The trapped heat in this rema-261

nent layer is known to modulate the growth of sea ice in the following season as the ML262

deepens and this warm layer is entrained into the ML (Cole et al., 2010; Mensa & Tim-263

mermans, 2017). In winter, sea ice growth rejects brine, deepening the ML to around264

90m depth, slightly deeper than basin averaged ML depths observed in the Arctic (∼265

60m; Zhai & Li 2023). The ML temperature in winter remains near the freezing point266

(a function of salinity and pressure; Fofonoff & Millard Jr 1983). In May, at the start267

of the melting season, the ML initially shoals, then briefly deepens, before eventually sta-268

bilizing at a shallower depth. This occurs because the ocean surface freshens and the freez-269

ing point raises, allowing sea ice to briefly regrow, which causes brine rejection and a sud-270

den deepening of the ML. As surface warming continues in response to the atmospheric271

forcing, the ML equilibrates and reaches a depth of ∼ 10m in summer. The vertical strat-272

ification, also presents a seasonal cycle consistent with observations (Fig. 3c; Cole & Roe-273

mer 2024). During winter, the surface layer thickens due to brine rejection and mixing,274

which weakens the vertical stratification. In contrast, in summer, the input of warm and275

fresh water at the surface increases buoyancy and strengthens the vertical stratification276

between the surface and the ocean interior.277

The pattern seen in the vertical stratification is similar to that of the horizontal278

buoyancy gradients (M2; Fig. 3d), albeit with a weaker horizontal buoyancy gradients279

at the surface during the ice-free months (August-October). During the ice-covered pe-280

riod (winter and spring), a large horizontal buoyancy gradient is found near the ML depth,281

likely linked to ML instabilities and the presence of submesoscale processes (Timmer-282

mans et al., 2012; Thomas et al., 2013). KE reveals a more energetic ocean in summer,283

starting when the ice starts to melt (June) and ending when ice re-growths in October284

(Fig. 3e). During the same period, the surface layer associated with high KE thickens285

from ∼ 100 m depth to up to ∼ 150 m depth. These summer changes are likely con-286

sequence of the absence of sea ice, which reduces dissipation of ocean currents and fa-287

cilitates the generation of eddies in the halocline(Zhao et al., 2014). During the rest of288

the year, KE is at least one order of magnitude smaller and is generally constrained to289

the top ∼ 100 m depth. Note that the Hovmöller diagrams exhibit a seasonality that290

is not entirely periodic due to the spin-down nature of the simulation, despite this, the291

modeled seasonal cycle remains consistent during the subsequent years of the simulation292

(not shown).293

The seasonality of KE is further explored by comparing time series of the ocean294

velocity magnitude (|u⃗o|) and ice velocity magnitude (|u⃗i|; Fig. 4b). On average, the ocean295

velocity is approximately 0.02m/s, and it peaks during the ice-free months (Fig. 4a). The296

ice velocity is on average ∼ 0.003m/s and it exhibits two prominent peaks: one in July,297

during ice melt, and another in October, during ice refreezing (Fig. 4a). During these298

two periods and because our simulations exclude wind forcing, the velocities of ice and299

ocean are highly correlated, with a correlation coefficient of ∼ 0.7 (Fig. 4b), indicating300

that the ice is moving at the same speed and scales as the ocean, thus resulting in min-301

imal stresses between the ice and the ocean (Eq. 15). In contrast, during winter and spring,302

the ice-ocean velocity correlation weakens, leading to increased stress as the motion of303

ice and ocean differentiate. Further evidence of this is shown in the seasonally averaged304
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Figure 3. Hovmöller diagrams during the second year of the simulation show the domain

averaged (a) temperature, (b) salinity, (c) mean Brunt-Väisälä frequency (N2; vertical stratifica-

tion), (d) mean horizontal buoyancy gradients (M2), and e) mean kinetic energy. Additionally,

the mixed layer depth is shown with the black solid line in all panels. The ice volume is shown

above panel a). Vertical dotted lines correspond to the first day of the different seasons.
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Figure 4. Time-series of the domain average (a) ice concentration and thickness, and (b)

ocean surface velocity magnitude (|u⃗o|) and ice velocity magnitude (|u⃗i|). The dotted line corre-

sponds to the Spearman correlation coefficient between the ocean and ice velocities for each day

of the second year of the simulation. Seasonally averaged ice velocity magnitude and streamlines

are shown for c) winter, d) spring, e) summer, and f) autumn.

ice velocity magnitudes (Fig. 4c-f). In winter and spring (Fig. 4c and d), the ice veloc-305

ity magnitude is nearly uniform, with a large-scale but very small speed across the sim-306

ulation domain. Conversely, in summer and autumn (Fig. 4e and f), the ice velocity pat-307

terns show greater variability and the ice velocity scales match closely those of the ocean.308

The transition from ice-covered to ice-free conditions and vice-versa results in a seasonal309

variability of the ocean and ice velocities, which in turn modulate the ocean surface stress310

and the KE budget.311

Figure 5 shows summer and winter snapshots of the KE and normalized vorticity.312

In the winter snapshot (1st of March, Fig. 5a and c), the field is highly heterogeneous313

with scales smaller than the Rossby radius of deformation (RD ∼ 8 km over the year).314

The mean KE over the first 100m is ∼ 1.6×10−4 m2/s2 and the dominant spatial scale315

is in the order of a few kilometers. This spatial scale in addition to the large normalized316

vorticity values (Fig. 5c) suggest the presence of submesoscale dynamics during winter.317

In contrast, in summer (1st of September, Fig. 5b and d) the domain is ice-free and the318

scale of the flow become larger than 10 km (i.e. larger than the RD). The mean KE over319

the first 100m is ∼ 1×10−3 m2/s2, one order of magnitude larger than the KE in the320

winter snapshot, consistent with Figure 3b. This larger spatial scale in addition to an321

increase in KE and smaller normalized vorticity values (Fig. 5d) suggest the presence322

of mesoscale dynamics in summer. Overall, the deformation radius and the seasonal vari-323

ability of the normalized vorticity corroborate the seasonality of the dominant flow scales324

from submesoscale in winter to mesoscale in summer. The subsequent sections elabo-325

rate on the potential drivers of KE seasonality, including the transfer of KE among the326

different spatial scales (T (kx, ky, t)), the conversion of EPE to EKE (w′b′), and the dis-327

sipation by sea ice.328
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Figure 5. Snapshot on KE (top; panels a and b) and normalized vorticity (ζ/f) (bottom;

panels c and d) on the 1st of March (left column) and the 1st of September (right column). A

scale of four times the Rossby radius is shown in all panels (4RD).

3.2 Seasonality of the kinetic energy cascade329

The KE spectra and spectral KE flux are calculated to quantify the scale season-330

ality and energy transfers between scales. The KE spectra for a snapshot at the begin-331

ning of each season are shown in Figure 6. Near the surface, at 20m depth (Fig. 6a), the332

KE spectra reveals a pronounced variability of the KE contained within each length-scale,333

particularly within the mesoscale range. This variability is exemplified by contrasting334

the spectra in ice free conditions (1st of September) and ice covered conditions (1st of335

March). During ice free months, the KE spectra exhibits more energy within the mesoscale336

range. This suggests a prevalence of eddies with a Rossby radius greater than 8km (RD).337

In contrast, the spectra for the ice covered conditions reveal a decrease in the energy at338

mesoscale and a gain of energy at submesoscale, indicative of an intensified smaller-scale339

field (< RD). The 1st of December and 1st of June spectra resemble that of the 1st of340

March, because at these dates, the domain is fully ice-covered. Looking at the periods341

in which ice melts and forms, the spectra transitions between these two states. Evidence342

of this is shown in the monthly averaged spectra in the supplementary Figure ??. These343

variations are consistent with the seasonality of KE in high-resolution realistic simula-344

tions (see Fig. 3g of Manucharyan & Thompson 2022). At 150m depth, where the ocean345

environment is less influenced by surface fluxes and the ice cover (Fig. 3b), the KE spec-346

tra is less energetic. Furthermore, at this depth there is a difference between the 1st of347

September and 1st of December, and the 1st of March and 1st of June likely due to the348

generation of eddies within the halocline.349
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Figure 6. Kinetic energy spectra snapshots a) at 20m depth and b) at 150m depth for the

first day of each season (1st December, 1st March, 1st June, and 1st of September). Kinetic en-

ergy flux averaged for each season at c) 20m and d) 150m depth. Vertical dotted line correspond

to the Rossby radius (Rd). The dashed lines correspond to the −3 and −5/3 slopes typical of KE

spectra. The shaded areas show the spread of the spectral energy across the meridional direction

of the simulation.

According to 2D turbulence (Charney, 1971; Vallis, 2017), the open-ocean power350

laws (kinetic energy spectral slopes) are approximately k−3 and k−5/3, where k is the351

wavenumber. The recent study by Manucharyan & Thompson (2022) on ice-covered re-352

gions suggests that these slopes may differ from the conventional values observed in the353

open ocean. Within the ML, spectral slopes of shallower than ∼ k−5/3, associated with354

an inverse energy cascade, are prominent in our simulations during winter for most of355

the wavenumbers, including the mesoscale and submesoscale ranges. Meanwhile, slopes356

of k−3, corresponding to a forward energy cascade, occur in summer for scales smaller357

than the RD, i.e. over the submesoscale range.358

Power laws are a good indication of the inverse and forward energy cascades (Val-359

lis, 2017), but a more quantitative estimate of the seasonal variability of the energy cas-360

cades is performed by computing the KE fluxes (Eq. 5). The seasonally averaged spec-361
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tral fluxes correspond to the energy transfer to transition from the energy distribution362

from the snapshot of the spectra at the beginning of a given season to the snapshot of363

the spectra at the beginning of the following season. Positive values of the KE flux in-364

dicate a forward energy cascade (energy is transferred from large to small scales), while365

negative values correspond to the inverse energy cascade (energy is transferred from small366

to large scales). During summer (JJA), the KE flux (Fig. 6c) shows a pronounced in-367

verse cascade at scales larger than 5km and a weak forward energy at smaller scales (<368

5km). This indicates an important transfer of energy from submesoscale to mesoscale369

as the sea ice cover melts. Even after the ice has completely melted in autumn (SON),370

an inverse energy cascade persists, though reduced in magnitude and for larger length-371

scales. In winter and spring there is both inverse and forward cascades contributing to372

upscaling energy to scales of ∼ 5km and dissipating energy, respectively. While there373

is still an inverse energy cascade during winter, its magnitude is lower than in summer.374

Note the shift of the KE flux minima towards larger wave numbers between winter and375

summer suggesting that the inverse energy cascade moves toward larger scales of mo-376

tion between winter and summer. The ocean interior (150m depth) KE fluxes are one377

order of magnitude weaker (Fig. 6d), characterized by a forward cascade in summer and378

an inverse energy cascade during summer and autumn at scales comparable to the do-379

main size (∼ 100km). Overall, the quantification of the energy fluxes showcase that the380

seasonality of the inverse energy cascade is constrained mostly to the ML and is respon-381

sible of the development and persistence of a mesoscale eddy field during summer.382

3.3 Sources and sinks of kinetic energy383

The seasonality of sea ice, along with the associated fluctuations in ML salinity due384

to the sea ice growth and melt, acts as a source and sink of potential energy, which can385

be converted into KE through the buoyancy flux. In particular, the baroclinic energy con-386

version (estimated from Eq. 2; Fig. 7a) plays a crucial role in energizing the mesoscale387

and submesoscale eddy field, since it is the pathway to transfer EPE into EKE. This con-388

version is more pronounced during winter and spring, coinciding with the largest addi-389

tion of available potential energy to the ML, due to brine rejection during sea ice for-390

mation. In contrast, during the summer months, there is much less conversion from EPE391

to EKE due to the stable stratification of the water column when sea ice melts, leading392

to a weaker source of KE. In fact, in summer and autumn there are two maxima in the393

conversion term associated with the two peaks of stratification, one associated to the ML394

and and another one near the permanent halocline (Fig. 3c). Thus, the intensification395

of the mesoscale field in summer results from the inverse energy cascade of submesoscale396

features generated during the previous winter season, rather than a direct generation through397

baroclinic instability.398

The baroclinic energy conversion shows a winter enhancement of baroclinic insta-399

bilities and a decrease in summer. To better understand the seasonality of instabilities,400

we examine the Eady time scale, and balanced Richardson number from the ageostrophic401

baroclinic instability theory. Longer Eady time scale are found in summer (> 8hrs; Eq.402

12; Fig. 7b). In winter and spring, instabilities grow quicker, consistent with the devel-403

opment of submesoscale variability due to ML instabilities. Overall, the linear theory404

suggest a rapid growth of submesoscale in winter and a slower growth in summer (Fox-405

Kemper et al., 2008). The balanced Richardson angle further confirms that instabilities406

are present in the simulation (Thomas et al., 2013). In particular, values lower than the407

time-mean criteria described in Eq. 10 of ∼ −70◦ correspond to the development of sym-408

metrical instabilities. Figure 7c shows that symmetric instabilities are generated within409

the ML over the full year, except during the ice-free months when the water column is410

more stable. In winter, the EPE conversion to EKE (w′b′) maintains the generation and411

energizing of the ocean submesoscale through symmetric instabilities, allowing the sub-412

mesoscale to persist underneath the sea ice cover.413
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A sink of energy in the ML of our simulation is the dissipation due to the presence414

of sea ice. Figure 8 shows the averaged seasonal ice-induced eddy dissipation term es-415

timated from Eq. 16. In winter and spring, the ice-covered seasons, the domain averaged416

ice-induced eddy dissipation is the largest at rates of -0.03 mW/m2 and -0.04mW/m2,417
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respectively. As regions of the domain transition from ice-covered to ice-free and the ice418

concentration decreases from ∼ 100% to 0%, the ice-induced eddy dissipation in ice cov-419

ered regions becomes almost negligible at -0.001 mW/m2, since the ocean velocities and420

ice velocities are similar (Fig. 4b). Once the ice starts to grow again in September, the421

magnitude of the ice-induced eddy dissipation increases to -0.01 mW/m2. Furthermore,422

the spectra of these fields show the dominant scale in which the ice-induced eddy dis-423

sipation acts (Fig. 8e). The spectra peak at scales of approximately 15 km, within the424

mesoscale range all year around, being the largest in winter and spring. At smaller scales425

than mesoscale, the spectra decrease in magnitude. Thus, the ice-induced eddy dissipa-426

tion strongly dissipate mesoscale, while the submesoscale experiences a weaker ice-induced427

dissipation.428

4 Conclusions429

The pronounced seasonality of the ocean scales of motion and KE of seasonally ice-430

free oceans is largely driven by the interplay between eddies and sea ice. During sum-431

mer, the absence of sea ice allows for the transfer of energy from smaller-scales (subme-432

soscale) to larger scales (mesoscale) through an inverse energy cascade, resulting in the433

development and persistence of mesoscale eddies in summer. In winter, submesoscale is434

generated by symmetric instabilities and sea ice induces eddy dissipation (analogous to435

eddy-killing), where the mesoscale is preferentially dissipated by the ice work. Note that436

when the ice is mobile (i.e. at low ice concentrations), the ocean and ice scales of mo-437

tion become similar and thus the stress is negligible. Meanwhile, when the ice is com-438

pact (high ice concentration), the ocean and ice scales of motion are different, and thus439

the stresses are larger. Thus, the seasonality of the inverse energy cascade and ice stress440

leads to a more active mesoscale field in summer and a weaker one in winter, while the441

submesoscale field is stronger in winter and weaker in summer. Therefore, in the sea-442

sonally ice-covered regions, the dynamical interactions between the ice and ocean can443

modulate the seasonality of the ocean scales and KE. Yet, it remains to include the in-444

teractions with the atmosphere (i.e. including winds) that can modify the sources and445

sinks of energy of the sea ice and the ocean.446

Our results are consistent with previous studies suggesting that the regions of high447

ice concentration lack a seasonal cycle of the energy at mesoscale (Mensa & Timmermans,448

2017), while regions with varying ice concentrations have a pronounced seasonality of449

the most energetic scales (Manucharyan & Thompson, 2022; Liu et al., 2024). This is450

likely consistent with observational evidence (Cassianides et al., 2023), but more obser-451

vational data is required to corroborate it. Notably, the seasonality of scales and kinetic452

energy under ice cover differs from the seasonality of ice-free oceans, where only mesoscale453

is present in summer and mesoscale and submesoscale are both present in winter (Cal-454

lies et al., 2015).455

Here we use an elasto-visco-plastic rheology, but we hypothesize that using a dif-456

ferent rheology or even a discrete floe-resolving sea ice models will likely reproduce the457

same ocean scale seasonality. This is because the key processes, such as the seasonality458

of the inverse energy cascade and ice-induced eddy dissipation, are inherent to the cou-459

pled interactions between the ice and ocean. However, our idealized setup ignores the460

effect of winds, which should be explored further to better understand how wind forc-461

ing impacts the seasonality of scales and KE in the ocean. In the presence of wind forc-462

ing, the coupling between the ocean, ice, and atmosphere may also modulate the sea-463

sonality of the scales, as wind stress would modify the ice-induced eddy dissipation.464

These processes could have significant implications for the future of the Arctic Ocean.465

As the Arctic warms and sea ice continues to diminish, particularly during the summer,466

the Arctic eddy field is expected to become more energetic (Kim et al., 2023; Li et al.,467

2024). As the Arctic transitions to an ice-free summer, the seasonality of the inverse en-468
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ergy cascade, along with changes in the buoyancy fluxes, will modulate the persistence469

and energetics of the mesoscale field during the summer months. Additionally, the win-470

ter sea ice concentration and thickness have also decreased over the last few decades and471

are expected to continue to decline in the future (Wang et al., 2019), thus the ice-induced472

eddy dissipation may further weaken in the future, potentially altering the established473

seasonal energy cycle of the scales of motion in the Arctic. Therefore, understanding of474

the seasonality of the Arctic ocean KE is crucial for predicting the Arctic Ocean’s en-475

ergy distribution and variability, and its evolution in response to the ongoing changing476

climate.477

5 Open Research478

The idealized model configuration of the model are described and publicly avail-479
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