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A B S T R A C T

The comparability of measurement results is an important issue in contemporary mercury (Hg) speciation in 
seawater. Sampling campaigns must be properly designed to determine significant differences on spatial and 
temporal scales, considering two major parameters: the variability of expected data at a given sampling point/ 
transect and variability in the results due to the intrinsic properties of specific analytical methods, particularly 
the measurement uncertainty. This study assessed the required sample size, considering several aspects of data 
variability when determining total Hg, dissolved gaseous Hg, and methylated Hg species in seawater. The 
required sample sizes were calculated using (1) the measurement uncertainty of a single-laboratory measurement 
of analytical methods used; (2) performance of the laboratories in interlaboratory comparison exercises; and (3) 
natural variability in Hg species/fractions in a selected case study in the Central Adriatic Sea. It was shown that 
the measurement uncertainty of a particular method and interlaboratory variability among laboratories have 
significant influence on data interpretation in case natural variability of Hg fractions is relatively small, such as 
for example the open seawater depth profiles. In contrary, in areas with large natural variability of Hg con
tractions, such as coastal and contaminated sites, their influence on data interpretation is negligible. The present 
paper introduces the importance of proper estimation of measurement uncertainty in international programs, 
such as GEOTRACES, where data comparability is of fundamental importance to assess temporal and spatial 
trends of Hg measurements in the marine environment.

1. Introduction

Mercury (Hg) is a toxic trace element that poses risks to humans, 
biota, and the environment (Basu et al., 2023; Singh et al., 2023; Wu 
et al., 2024). In seawater, Hg concentrations are typically very low, 
measured in the ng L− 1 range in open ocean waters. However, concen
trations tend to be higher in coastal areas, particularly near contami
nated sites, where levels can reach several tens of ng L− 1. The 
concentrations of specific Hg fractions or species may account for less 
than 10 % of the total Hg content (Gworek et al., 2016). Measurements 
of these low concentrations and corresponding transformation rates 
underpin regional and global models that aim to realistically demon
strate the distribution, speciation, transport, and transformation of Hg in 
different environmental compartments. Hg speciation analysis in 
various environmental compartments is carried out by research groups 

for different purposes and utilizes different analytical methods. This can 
create problems for assessment of trends on spatial or temporal scales. 
Measurement results must be comparable, and harmonized approaches 
that include sampling design are therefore necessary to guarantee 
comparable results (Snoj Tratnik et al., 2019).

In the past decade, several projects (MeTra, MercOx, SI-Hg) have 
aimed to provide common ground for producing comparable results. 
New analytical procedures for the determination of Hg traces in the 
atmosphere and seawater have also been improved (Heimbürger et al., 
2015; Kotnik et al., 2015; Quétel et al., 2016; Sprovieri et al., 2016; 
Torres-Rodriguez et al., 2024). The Minamata Convention on Mercury 
(Article 22: Effectiveness Evaluation) requires signatory parties to 
evaluate the effectiveness of the Convention’s “establishment of ar
rangements for providing itself with comparable monitoring data on the 
presence and movement of mercury and mercury compounds in the 
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environment” (UN, 2013; UNEP, 2021). We need precise, accurate, and 
comparable measurements to answer the following research questions: 
1) exactly how much Hg resides in the ocean; 2) by how much we have 
increased environmental Hg levels; 3) what is the link between Hg 
emissions, environmental Hg levels, and biota Hg levels; 4) what is the 
time lag for decreasing environmental Hg levels following reduction in 
Hg emissions; 5) why are different ocean basin behaving differently 
depending on Hg reservoir size, source-sink balance, and trophic web? 
Our measurements must be able to resolve environmental variability 
(spatial and temporal), which is often <10 %.

Metrology involves the theoretical and practical aspects of mea
surement, regardless of measurement uncertainty and the field of 
application (BIPM et al., 2012). To achieve metrological traceability, it 
is essential to relate each result to a reference through a documented 
unbroken chain of calibrations (sequence of comparisons linking a 
measurement to a reference standard) that contribute to measurement 
uncertainty (BIPM et al., 2012). Measurement traceability is essential in 
Hg research to ensure accuracy and comparability of data across studies 
on environmental contamination. Traceability allows for the consistent 
calibration of analytical instruments and the reliable quantification of 
Hg levels in air, water, and soil (Andron et al., 2024; Kleindienst et al., 
2023; Živković et al., 2017a). There are two different concepts in 
metrology: metrological comparability and metrological equivalence 
(De Bièvre, 2006). Measurement comparability is the ability to compare 
results from different methods, instruments, or locations within a 
framework of traceability to a common reference (e.g., the SI units), 
even if they are obtained using different methods. Measurement 
equivalence, on the other hand, typically refers to an agreement be
tween results from different measurements that are statistically indis
tinguishable within the declared measurement uncertainty (De Bièvre, 
2006). Strict equivalence is rarely demanded unless in highly controlled 
interlaboratory comparisons.

The National Institute of Standards and Technology (NIST) provides 
Standard Reference Material (SRM) 3133, a certified Hg standard that 
underpins measurement traceability. NIST SRM 3133 is used as a pri
mary calibration standard for the quantitative determination of Hg 
(NIST, 2016). Using NIST SRM 3133 as a calibration benchmark ensures 
that Hg measurements are traceable to internationally recognized 
standards, promoting scientific integrity and regulatory compliance in 
environmental monitoring. A corresponding CRM for monomethyl Hg 
(MMHg) primary calibration does not exist. Problems arise due to a lack 
of appropriate CRMs for quality assurance; for example, NMIA MX014 
(the National Measurement Institute of Australia’s standard for trace 
elements in seawater) specifies an extremely large concentration (433 
± 10 ng kg− 1), making it inappropriate for Hg trace analysis in seawater, 
whereas BCR 579 (the European Union [EU] Joint Research Centre’s 
standard for Hg in coastal seawater) certifies a much lower concentra
tion (1.9 ± 0.5 ng kg− 1) but with relatively large uncertainty (26 % at 
the coverage factor k = 2) making it less appropriate for temporal and 
special trend analysis at low concertation levels typical for open 
seawater. ERM CA400 (the EU Joint Research Centre’s standard for Hg 
in seawater) certifies a much higher concentration (16.4 ± 1.0 ng kg− 1; 
95 % confidence interval: 15.4–17.4 ng kg− 1) than BCR 579, but with a 
lower relative uncertainty. According to the ISO Guide 33, the analyst 
should decide what CRM properties are relevant to the measurement 
procedure, taking into account the certification approach, the statement 
on intended use, and the instructions for the correct use (ISO, 2015a). 
Following this guide, all these CRMs for quality assurance suffer from 
drawbacks. Therefore, the production of a low-level low-uncertainty 
CRM for Hg in seawater is required. In the absence of proper reference 
methods and materials, the comparability of Hg measurement results in 
proper metrological terms is difficult to demonstrate.

Sample preservation also poses an additional challenge for data 
equivalence. Acidification can cause Hg species to transform, and many 
differences are attributable to changes in species composition (Guevara 
and Horvat, 2013). Acidification of seawater can cause oxidation of 

dissolved Hg0 and quantitative decomposition of dimethyl Hg (DMHg) 
to MMHg (Black et al., 2009); therefore, Hg0 and DMHg in seawater 
samples cannot be preserved using acidification. When seawater sam
ples are acidified, methylated Hg (MeHg) is commonly reported as the 
sum of MMHg and DMHg (Heimbürger et al., 2015, 2010; Kleindienst 
et al., 2023). However, any information about the MMHg vs DMHg ratio 
is lost. Dissolved gaseous Hg (DGM)-purged samples have been used to 
measure the remaining MMHg and to calculate DMHg by a mass balance 
from a separate MeHg sample (Petrova et al., 2020). As DGM consists of 
Hg0 and DMHg, selective purge-and-trap method has been utilized to 
separate these two species. During purging, DMHg can be trapped on 
Carbotrap, Tenax, or the equivalent traps, while Hg0 that mostly passes 
through these traps can be collected on gold traps (Cutter et al., 2017). 
However, due to instability of these two species in acidic environment, 
purging must be conducted immediately upon sampling.

Interlaboratory comparison (ILC) exercises for Hg determination are 
seldomly performed for Hg speciation in seawater (Cossa and Courau, 
1990; Lamborg et al., 2012) as they are difficult to organize primarily 
due to instability of the Hg species in the seawater. ILCs should be 
compliant with the commonly agreed and standardized protocols for the 
production of reference materials (Trapmann et al., 2017), and require 
labor intensive stability and homogeneity testing prior shipment of the 
samples to different laboratories (ISO, 2015b). ILCs offer opportunity to 
assess the comparability of the measurement results. However, they can 
only effectively demonstrate comparability when there is a proper 
assessment of measurement uncertainty and establishment of the 
metrological traceability (De Bièvre, 2006). In practice, this has not yet 
been demonstrated in any of the ILCs organized for Hg speciation in 
seawater. The exception is the certification campaign for BCR 579 
(Kramer et al., 1998).

Proper sampling planning requires the determination of an appro
priate sample size for testing whether new measurements are statisti
cally different from previous measurements or showing that they belong 
to a specific population (with a pre-determined level of statistical cer
tainty). The purpose of this study was to determine the important factors 
that can significantly influence the comparability of measurement re
sults. In this paper, we enhance to sampling design by illustrating how 
various factors influence sample sizes needed for statistically significant 
discrimination between Hg concentrations in seawater. To achieve this, 
we calculated sample sizes based on (1) population variability, (2) 
measurement uncertainty within a single laboratory, and (3) inter
laboratory variability based on an ILC exercise. We examined several 
scenarios regarding the sample size required to observe (1) the differ
ence between mean concentrations and postulated values, (2) differ
ences in mean concentrations between two stations, and (3) the 
difference in mean concentrations between two stations under condi
tions of low natural variability. Although our demonstration relies on 
data collected some time ago, the principles and concepts of metrology 
applied in this study remain essential and relevant. These foundational 
principles ensure that our findings are robust and can be adapted to 
current and future studies. Given the specific population variability in 
our case study (the Central Adriatic Sea), along with the data distribu
tion and analytical methods used, we propose an appropriate method of 
data processing and offer recommendations for reducing measurement 
uncertainty.

2. Materials and methods

2.1. Case study: central Adriatic Sea

The Adriatic Sea is a phosphorus-limited basin located in the 
northernmost part of the Mediterranean Sea (Šolić et al., 2015). The 
principal sources of Hg in the Adriatic Sea are discharges from the Hg- 
rich Soča River and former chlor-alkali plants. These sources 
contribute to elevated Hg concentrations in seawater and sediments 
(Živković et al., 2017b). The data used for the statistical analyses were 
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obtained from three sampling stations in the Central Adriatic Sea: the 
Bay of Kaštela (ST103; 43◦31′48”N, 16◦27′12″E), the Island of Hvar 
(CJ008; 43◦12′00”N, 16◦19′00″E), and the Island of Vis (CJ009; 
43◦00′00”N, 16◦20′00″E) (Fig. 1). Samples were collected mostly on a 
monthly basis from March 2014 to December 2015. At every station, 
samples were collected from the surface to the near-bottom water layer. 
Details of the individual profile depths are presented elsewhere 
(Živković et al., 2019).

The Bay of Kaštela is a shallow, semi-enclosed bay that was heavily 
contaminated between 1950 and 1990 by industrial and urban waste 
water from the former chlor-alkali plant, causing contamination of 
seawater and sediments (Kwokal et al., 2002; Živković et al., 2017b). 
The Islands of Vis and Hvar are two inhabited islands in the Central 
Adriatic Sea, located away from coastal waters. These islands are 
influenced by the presence of the eastern South Adriatic Current on the 
surface, while the deeper layers are characterized mostly by the pres
ence of Middle Adriatic deep water, North Adriatic deep water, and 
modified Levantine intermediate water (Artegiani et al., 1997). Since 
these water masses are not as susceptible to great oscillations as coastal 
waters, the stations were suitable for observing long-term trends in Hg 
concentrations.

2.2. Analytical methods and measurement uncertainties

Measurement uncertainties were estimated for the analytical 
methods previously used in the Central Adriatic Sea, and the data used 
for the estimation of measurement uncertainty were previously pub
lished (Živković et al., 2019). The focus of that paper was on Hg 
biogeochemistry in relation to the abundances of different marine mi
croorganisms. However, in this paper, we do not present all previous 
data, but only provide summary data and use them to determine the 
sample size required for future sampling. These results were only used as 
reference data for the novel determination of the required sample sizes 
based on a metrological approach using both measurement uncertainty 
and natural sample variability. These results are a convenient dataset for 
this purpose as they belong to a rare long-term study in the transect from 
coastal to open seawater. Since these data were obtained during an 
almost two-year period at a transect between coastal and open seas, they 
covered large natural variability. This variability was used in this paper 
only to demonstrate spatial/time trends and differences at high 
resolution.

Details on the clean sampling methods and analytical procedures 
used for the determination of Hg fractions in seawater are provided 
elsewhere (Živković et al., 2019). In short, THg in seawater was deter
mined using cold vapor atomic fluorescence spectrometry (CVAFS—a 
double amalgamation system) following the United States (US) EPA 
method 1631 (US EPA, 2002). DGM was determined by purging a 
nonacidified seawater sample onto gold traps (double amalgamation), 
followed by thermal desorption and CVAFS detection (Kotnik et al., 
2017). MeHg in samples was determined either by a direct method based 
on derivatization by hydride generation (Živković et al., 2017a) or by a 
conventional method based on solvent extraction (Horvat et al., 1993) 
(in some samples from coastal stations close to the former chlor-alkali 
plant where inorganic Hg concentrations were elevated).

The measurement uncertainty for the determination of THg and 
DGM in seawater was estimated using the ISO-GUM/Eurachem 
approach (BIPM et al., 2008; Ellison and Williams, 2012). Following 
these guidelines, the concentrations of THg and Hg fractions and the 
corresponding uncertainties in seawater were determined using math
ematical models to calculate concentrations based on analytical signals. 
Additional uncertainty sources included uncertainty due to the recovery 
and reproducibility of the measurements. Relative combined standard 
uncertainty (ur,c) was calculated by following the general relationship 
between the combined standard uncertainty and the uncertainty of the 
individual parameters for the mathematical model expressed in a 
product (quotient) form (Ellison and Williams, 2012). The expanded 
relative combined standard uncertainties (Ur,c), calculated using the 
coverage factor k = 2, were determined at various concentration levels. 
The Ur,c for the determination of MeHg in seawater was previously 
published (Živković et al., 2017a) and these values were also included in 
the results.

The effective degrees of freedom (νeff) of the combined measurement 
uncertainty (uc) were calculated using the Welch-Satterthwaite formula 
(BIPM et al., 2008): 

νeff =
u4

c
∑N

i=1

u4
i

νi

(1) 

where ui is the uncertainty of each individual contribution and νi is its 
respective degree of freedom.

Fig. 1. Sampling stations in the Central Adriatic Sea are indicated with dots and names. Samples were collected mostly on a monthly basis from March 2014 to 
December 2015. Samples from each station were collected from the surface to the near-bottom water layer. Sampling locations were mapped using Ocean Data View 
software (Schlitzer, 2024).
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2.3. Interlaboratory comparison

2.3.1. The 2014 GEOTRACES international ILC exercise for THg and 
MeHg

The 2014 GEOTRACES Hg interlaboratory comparison exercise 
included 10 participating laboratories. The exercise was organized on
board RV Pourquoi Pas? on the French-led GEOTRACES GEOVIDE cruise 
in the North Atlantic. Seawater samples were taken using a trace-clean 
rosette system (Measures et al., 2008) equipped with 24 × 12 L 
GOFLO (General Oceanics) bottles. The intercomparison sample for the 
determination of THg and MeHg was obtained on June 22, 2014, in the 
Labrador Sea (55◦50′31.2”N, 48◦5′34.8”W) at a 2365 m depth. The 
samples were poured directly into individual acid-cleaned 2 L FEP 
Teflon bottles without filtration, acidified to 0.4 % (v/v) with double- 
distilled HCl, and labeled 1–10. All samples were stored in a single 
box under dark, cold conditions until shipping.

2.3.2. The 2017 GEOTRACES ILC cruise for Hg species in seawater
ILC exercises can only address analytical biases for preserved Hg 

species, such as THg and MeHg. Some Hg species, especially gaseous 
species, cannot be preserved over time; therefore, the 2017 GEOTRACES 
Hg ILC cruise was organized to include all Hg species and procedures, 
from sampling to analysis. The 2017 GEOTRACES ILC cruise took place 
in the Northwestern Mediterranean Sea. The Mediterranean Sea was 
chosen because it is one of the best studied bodies of water regarding Hg 
speciation (Cossa et al., 2022, 2009, 1997; Heimbürger et al., 2010; 
Horvat et al., 2003; Kotnik et al., 2017). Thirteen laboratories partici
pated, joined the cruise, and shipped their analytic equipment to the 
Mediterranean Institute of Oceanography (MIO), Marseille, France. At 
least one person from each participating scientific group was onboard 
for the sampling, while the others stayed in the laboratory for the cali
bration of equipment and sample analyses. Six daily cruises were 
organized onboard RV Antédon II for seawater sampling. Three selected 
stations covered a coastal–open ocean/shallow–deep gradient: Julio 
(43◦06′N, 5◦15′E, 100 m depth), Cassidaigne Canyon K1 (43◦06′N, 
5◦29′E, 500 m depth), and Deep Sea K2 (42◦59′N, 5◦25′E, > 1000 m 
depth). During this exercise, THg, MeHg, MMHg, DMHg, and DGM were 
analyzed. Seawater samples were taken using 6 × 12 L GOFLO sampling 
bottles mounted on a CTD carousel frame, covered with metal-free 
epoxy paint. Samples were brought back to the MIO laboratory daily 
and analyzed using each group’s equipment within a couple of hours of 
sampling.

Although all Hg species were analyzed during the 2017 ILC, only 
DGM data from this exercise were used for sample size determination 
based on interlaboratory variability. We opted for this approach to 
simulate the analytical conditions present in the case study, which 
measured DGM during field sampling, while THg and MeHg were 
determined in the home laboratory.

2.3.3. Data analysis and calculations
All data were screened for outliers before calculating the means. 

MeHg data with unrealistic percentages for the overall mean THg con
centrations were discarded as outliers. The modified Z-score method was 
selected for outlier removal because it is robust for both small and large 
sample sizes. Data points with modified Z-scores greater than 3.5 were 
labeled outliers (Filliben, 2012) and excluded from the calculation of the 
means. The values from laboratories that reported repeated measure
ments were averaged so that the overall mean and its standard deviation 
(SDinter) reflected variations between individual laboratories, not mea
surements. Due to the small number of DGM measurements obtained 
during the 2017 ILC exercise, the interlaboratory variability of DGM was 
estimated as a variation under intermediate precision conditions be
tween pair-wise laboratories according to the Eurachem approach 
(Ellison and Williams, 2012).

2.4. Statistical methods

Descriptive statistics (arithmetic mean [x], standard deviation [SD], 
geometric mean [GM], geometric standard deviation [GSD], and 95 % 
confidence interval [95 % CI]) were obtained to provide insight into the 
variability of THg, DGM, and MeHg concentrations in Central Adriatic 
seawater. The normality of the data was tested using the Shapiro-Wilk 
test (SigmaPlot 14; Systat Software, Erkrath, Germany). As the orig
inal (linear) data were not normally distributed, they were transformed 
using the natural logarithm function (ln function). All further statistical 
analyses were performed on ln-transformed data, and the results were 
returned to a linear scale using appropriate transformations (Bland and 
Altman, 1996a).

GM was calculated as an inverse ln function of the mean of ln- 
transformed data, while GSD was calculated as an inverse ln function 
of the SD of ln-transformed data; that is, as antiln(mean(ln(xi)) and 
antiln(SD(ln(xi)), respectively (with xi representing an individual un
transformed datum). Lower and upper boundaries of the 95 % CI were 
calculated as GM / GSD2 and GM × GSD2, respectively (Carobbi, 2010; 
Gao and Martos, 2019).

The sample sizes (n) required to detect significant differences be
tween the mean concentrations of Hg fractions were calculated using 
STATA 12 software (StataCorp, College Station, Texas, US). Means of ln- 
transformed data (xln) and corresponding sample standard deviations 
(SDs-ln) were used for sample size determination. A one-sample t-test 
(comparison of mean to hypothesized value) was used to calculate the 
sample size by comparing the sample mean with the postulated mean. 
Postulated means were set at 105–130 % of GM (i.e., a difference of 
5–30 %) and converted to ln scale prior to sample size determination. 
We used a one-sided significance level (α = 0.05); statistical powers of 
0.80, 0.90, and 0.95; and equal predicted sample size ratios (Snoj 
Tratnik et al., 2019).

Besides sample variability, we used the measurement uncertainty (u) 
of Hg determinations performed at the JSI laboratory and standard de
viations from the interlaboratory comparison exercise (SDinter) to 
calculate sample sizes. Uncertainty u and SDinter had to be transformed 
to ln scale so that the units/scale matched those for SDs-ln. Since they 
were calculated from linear data (normal distribution conserved at 
linear scale), they were converted to their respective ln-transformed 
values, uln and SDinter-ln. An example of the calculation of uln is shown 
as Eq. 2: 

uln =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ln
(

u2

x2 + 1
)√

, (2) 

The corresponding mean value on the linear scale (x), for which the 
uncertainty/SD was estimated, was transformed to the ln scale using Eq. 
3 (Carobbi, 2010; Higgins et al., 2008): 

xln = ln(x) −
1
2
*ln

(
u2

x2 +1
)

. (3) 

The combined variability on the ln scale (SDc1-ln) was calculated as: 

SDc1− ln =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

SD2
s− ln + u2

ln

√

, (4) 

where uln is the ln-transformed measurement uncertainty (variability 
within the JSI laboratory) and SDs-ln is the standard deviation of the 
sample. The combined variability on the ln scale, including interlabor
atory comparison (SDc2-ln), was calculated as: 

SDc2− ln =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

SD2
s− ln + u2

ln + SD2
inter− ln

√

, (5) 

where SDinter-ln is the ln-transformed standard deviation from the 
interlaboratory comparison exercise (interlaboratory variability).

Two-sample t-tests were used to calculate the sample sizes by 
assessing the differences between two sample means (two stations). The 
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means of the ln-transformed data (xln) and corresponding sample stan
dard deviations (SDs-ln) were used for sample size determination. We 
used a two-sided significance level (α = 0.05); statistical powers of 0.80, 
0.90, and 0.95; and equal predicted sample size ratios.

The presence of significant differences between sampling stations 
was tested by applying the Student’s t-test (SigmaPlot 14 software) to 
the ln-transformed data because variances were similar between groups. 
In contrast, the Welch t-test was used to test whether average sample 
(spike) recovery significantly differed from the reference value, since the 
Welch t-test considers differences in sample variances, while the Stu
dent’s t-test assumes equal variances (Bland and Altman, 1996b).

3. Results and discussion

3.1. Measurement uncertainties for THg, DGM, and MeHg in seawater

We estimated measurement uncertainties for the analytical methods 
commonly used in the JSI laboratory to determine THg, DGM, and MeHg 
(Table 1). As the probability distribution was approximately normal and 
the effective degrees of freedom were sufficient, we assumed that taking 
the coverage factor k = 2 would provide an approximately 95 % level of 
confidence for the expanded standard uncertainty (BIPM et al., 2008).

We observed a common trend for all expanded uncertainties: a 
decrease in the relative standard uncertainty with increasing corre
sponding concentration level (Table 1). This was due to the increasing 
difficulty in accurately measuring Hg concentrations as they approached 
the respective detection limit. Therefore, repeatability and reproduc
ibility were usually the main contributors to the overall uncertainties at 
the lowest concentration levels. Several adjustments to analytical pro
cedures (i.e., the use of a narrower calibration curve) could result in 
considerably reduced uncertainty. The details of these modifications are 
discussed in Section 3.6.

3.2. Case study: presentation and variability of data

Linear values for Hg concentrations in the environment rarely follow 
normal distribution, except when considering only off-shore data. 
Hence, the appropriate data transformation might be applied to linear 
values prior to performing a statistical analysis. The most commonly 
used transformation is natural logarithmic transformation (ln trans
formation) (Bland and Altman, 1996a). Fig. 2 shows a histogram of THg 
concentrations at station CJ009; the left panel presents linear data, 

while the right panel presents ln-transformed data. Linear data do not 
follow normal distribution, but ln-transformed data do (Shapiro–Wilk 
test); therefore, in most cases, Hg statistics should be performed on ln- 
transformed data.

The most commonly used statistics (e.g., t-test and analysis of vari
ance) are simple and straightforward when using ln-transformed data, 
but problems occur when results need to be returned to a linear scale 
using appropriate transformations to determine the correct interpreta
tion of the results (e.g., xln, SDs-ln, and the corresponding 95 % CIln). The 
inverse ln function of xln gives GM, whereas SDs-ln is converted to GSD. 
The 95 % CIln are symmetrical around xln, but the corresponding 95 % 
CIs on a linear scale are asymmetric due to the non-linearity of the ln 
function (Fig. 3) (Carobbi, 2010). Despite knowing that most Hg data in 
seawater are probably ln-normally distributed, the results are usually 
presented as the arithmetic means of linear data (x) and their corre
sponding SDs. GM is rarely presented, and the corresponding 95 % CI is 
almost never reported. To avoid inappropriate use of means and SDs that 
may result in reporting incorrect results (SD much larger than mean 
value), it is important to first test whether experimental data follow 
normal distribution using an appropriate statistical test (e.g., the Sha
piro–Wilk or Kolmogorov–Smirnov test).

We calculated the sample sizes required to detect significant differ
ences between the mean concentrations of Hg fractions based on the 
sample variability of THg, MeHg, and DGM concentrations previously 
determined in the Central Adriatic Sea (case study) (Živković et al., 
2019). Three stations illustrate differences between coastal and open 
sea, and between two open water stations. The descriptive statistics for 
THg, DGM, and MeHg concentrations in seawater in the Central Adriatic 
Sea are presented in Table 2. Means and SDs are provided only for 
assessment of differences with geometric means. The concentration 
variability in Hg fractions was greatest for THg, since the geometric 
mean at the ST103 coastal station was fivefold greater than those at open 
water stations, due to this coastal station being strongly influenced by 
industrial effluents from the former chlor-alkali plant having been 
released directly into the sea. By contrast, THg levels did not differ 
significantly between the two open water stations (p > 0.05). Differences 
between coastal and open-water stations were observed for both DGM 
and MeHg, but the concentration variability was not as pronounced as in 
the case of THg (Table 2). For the sample size calculations presented in 
this paper, we considered the concentrations of Hg fractions at the open 
water station (CJ009). Since the data were log-normally distributed, 
geometric means and corresponding variances were considered for the 
ln-scale sample size calculations.

3.3. Interlaboratory comparisons: THg, MeHg, and DGM in seawater

During the 2014 ILC exercise, unfiltered THg concentrations varied 
between 102 and 185 pg L− 1 with a mean value of 139 pg L− 1 and a 
standard deviation of 28.9 pg L− 1 (n = 9). One laboratory could not 
analyze the sample in time and withdrew from the exercise. One value 
had to be excluded as an outlier. The results of the 2014 ILC exercise 
showed good agreement between laboratories (RSD = 20.7 %). Of the 10 
participating laboratories, 8 submitted results for MeHg. None of the 
measurements was below the detection limit, although one laboratory 
reported that the measurement failed. Unfiltered MeHg concentrations 
varied between 26.1 and 36.1 pg L− 1 with a mean value of 29.8 pg L− 1 

and a standard deviation of 3.58 pg L− 1 (n = 8). The results showed 
excellent agreement (RSD = 12.0 %) between the participating 
laboratories.

During the 2017 ILC cruise for Hg species in seawater, only three 
participating laboratories provided results for DGM, making it difficult 
to estimate variability using an interlaboratory comparison. Further 
difficulties arose from considerable differences in the methods applied. 
One approach was based on the utilization of two sorption media in 
series to discriminate between DMHg and Hg0 (Lamborg et al., 2012), 
while another approach was based on the more commonly used 

Table 1 
The JSI laboratory expanded relative combined standard uncertainties (Ur,c) and 
effective degrees of freedom (d.f.) for the methods of determining THg, DGM, 
and MeHg in seawater.

Fraction Concentration level (ng 
L− 1)

Ur,c (%) (k =
2)

Effective d. 
f.

THg

0.20–0.30 23.6 (13.0*) 16.3 
(35.1*)

0.40–0.50 16.8 (10.1*) 18.5 
(35.7*)

0.60–0.80 12.0 (8.45*)
25.6 
(45.3*)

1.00–2.00 9.56 34.1

DGM
0.02–0.04 21.9 22.9
0.08–0.10 15.7 63.1
0.15–0.30 13.2 139

MeHg (hydride 
generation) **

< 0.01 21.3 32.2
0.02–0.03 15.0 29.1
> 0.08 11.1 26.4

MeHg (ethylation) **
< 0.01 19.3 34.2
0.02–0.03 18.2 32.4
> 0.08 15.8 28.1

* Calculation based on a narrow calibration curve (0.10–1.00 ng L− 1)—see 
Section 3.6.1.

** Reference: Živković et al. (2017a).
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amalgamation of all volatile Hg species on a gold trap. Furthermore, 
some laboratories measured DGM in filtered water samples while others 
measured DGM in unfiltered water samples (or in both). Consequently, 
we could only use a small amount of data (only data obtained under the 
same conditions) to estimate variability during the ILC exercise. Based 
on the intermediate precision approach described in the Materials and 
Methods section, we estimated the variability in DGM concentrations 
during the ILC exercise to be 20.3 %.

3.4. Sample size determination (one station)

An example of the sample size determination is given for Hg fractions 
at Station CJ009. We determined the sample size required to observe 
significant differences in the concentrations of Hg fractions in seawater 
based on the observed variability (SDs-ln) within the data at CJ009. We 
presumed that all samples were measured in one laboratory using the 
CVAFS. To observe a 20 % difference in THg GM between the two 
sample groups, a minimum of 56 samples were required at a statistical 
power of 0.95 and a significance level of 0.05. Smaller differences in 
THg GM required a greater number of samples (e.g., 203 samples) to 

Fig. 2. Histograms of THg concentrations at Station CJ009. The left panel presents linear THg data that are not normally distributed, while the right panel presents 
normally distributed ln-transformed data (with an indicated theoretical normal distribution curve).

Fig. 3. An example of a conversion of THg concentrations from ln to linear 
scale. The curved line represents the conversion function from an ln to a linear 
scale (antiln function). Dashed lines indicate 95 % confidence intervals on 
respective axes (xln, mean of the ln-transformed data; SDln, standard deviation 
of the ln-transformed data; GM, geometric mean; GSD, geometric stan
dard deviation).

Table 2 
Variability of THg, MeHg, and DGM in seawater (pg L− 1) from three sampling 
stations in the Central Adriatic Sea (n, sample size; Min–Max, range; Mean, 
arithmetic mean; SD, standard deviation; GM, geometric mean; GSD, geometric 
standard deviation; 95 % CI, 95 % confidence intervals). Data from each station 
included all samples collected from the surface to the near-bottom water layer.

Analyte Station n Min–Max Mean (SD) GM 
(GSDa)

95 % CI

THg

All 323 108–5575 725 (851) 492 (2.20) 102–2377

ST103 68 693–5575 2025 
(1101)

1783 
(1.65)

655–4850

CJ008 119 108–834 379 (141) 354 (1.46) 165–759
CJ009 136 143–1101 377 (174) 345 (1.51) 151–787

DGM

All 323 19.9–606 116 (90.0)
89.1 
(2.10) 20.1–394

ST103 68 31.8–606 175 (128) 142 (1.92) 38.3–523

CJ008 119 21.6–393 113 (75.6) 91.7 
(1.94)

24.2–347

CJ009 136 19.9–245 88.9 (60.6)
68.9 
(2.09) 15.7–302

MeHg

All 323 1.28–34.3 10.1 (5.00)
8.90 
(1.66) 3.21–24.7

ST103 68 2.21–34.3 13.6 (7.04) 11.8 
(1.75)

3.82–36.3

CJ008 119 1.28–20.7 8.32 (3.74) 7.41 
(1.67)

2.65–20.7

CJ009 136 2.56–22.2 9.80 (3.72)
9.09 
(1.50) 4.06–20.4

a Dimensionless value.
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observe a 10 % difference, while 773 samples were needed to observe a 
5 % difference (at α = 0.05 and a statistical power of 0.95). A smaller 
sample size was required to detect significant differences in the corre
sponding THg GM at lower statistical power (Fig. 4).

We also determined the sample sizes for DGM and MeHg; for 
example, the sample variability of DGM in seawater at Station CJ009 
required a sample size of 178 to observe a 20 % difference in DGM GM 
between groups (at α = 0.05 and a statistical power of 0.95), assuming 
all DGM determinations were performed at the JSI laboratory. Under the 
same statistical conditions, 651 samples were needed to observe a 10 % 
difference, while 2483 samples were needed to observe a 5 % difference 
(Fig. 4). Similarly, we determined that 53 samples were required to 
observe a 20 % difference in MeHg GM between groups at Station 
CJ009, 194 samples for a 10 % difference, and 739 samples for a 5 % 
difference (at α = 0.05 and a statistical power of 0.95) (Fig. 4).

The relationship between the sample size and the difference (Δ) in 
GM values followed an inverse second-order function; therefore, the 

required sample sizes could easily be determined from postulated dif
ferences in GM values. The required sample sizes could be calculated 
using a non-linear regression: n = β2Δ− 2 + β1Δ− 1 + β0 (where βi is the 
corresponding correlation coefficient). All inverse second-order corre
lations had R2 values >0.9999, and the error in the sample size deter
mination was less than one sample for any Δ between 1 % and 30 %. For 
example, 578 samples were required to observe a 7 % difference in 
seawater DGM GM at Station ST103 at α = 0.05 and a statistical power of 
0.80, calculated using the corresponding inverse second-order 
regression.

This study’s primary limitation, in the context of current environ
mental challenges, is its inability to account for the effects of climate 
change on the natural variability of Hg concentrations. The dataset’s 
two-year time frame is too brief to capture shifts in global seawater 
temperatures, Hg deposition and emissions, or their subsequent impacts 
on Hg variability and biogeochemical transformations. Future research 
should address this gap by utilizing data collected over a significantly 

Fig. 4. Sample sizes (n) required to detect significant differences in THg, DGM, and MeHg concentrations in seawater at Station CJ009 between the two groups. Δ 
represents the expected difference between the postulated mean and the determined geometric mean (%). We assumed that all analyses were performed in a single 
laboratory. Sample size calculations were determined at three statistical powers (0.95, 0.90, and 0.80) using a one-sided t-test and an alpha value of 0.05.
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longer period. Currently, this is out of the scope of this study.

3.4.1. Effect of measurement uncertainty within a single laboratory
Measurement uncertainty (u) at relevant concentration ranges was 

calculated for THg, DGM, and MeHg to account for analytical variability 
within a single laboratory. Prior to determining the required sample 
sizes, the respective uncertainties were transformed to ln-scale so that 
they matched the scale for SDs-ln. Considering the measurement uncer
tainty calculated for the analytical procedures within the JSI laboratory 
(Section 2.2), the sample sizes required to observe 10 % differences in 
geometric mean concentrations at Station CJ009 needed to be increased 
from 203 to 211 (for THg), 651 to 658 (for DGM), and 194 to 205 (for 
MeHg) (Table 3).

3.4.2. Effect of measurement variability among different laboratories
Accounting for the interlaboratory variability (SDinter) observed 

during the ILC exercises (Section 3.3), the required sample sizes needed 
to be increased by an additional 8 % for DGM and MeHg, whereas for 
THg, the needed increase was approximately 24 % (Table 4). The 
limiting factor in this analysis was that the ILC exercise for THg and 
MeHg was performed on only one sample (i.e., at only one concentration 
level). The general observation during the ILC exercises was that the 
equivalence of results between participating laboratories increased (and 
SDinter decreased) with greater mean values of Hg species. For the higher 
concentrations of THg observed in the case study (about 1.8 ng L− 1 at 
Station ST103; Table 2), the required sample size would actually be 
lower than indicated in Table 4.

3.5. Sample size determination (other examples)

In the previous section, we determined the sample sizes, assuming 
only differences between GM and the postulated means. However, it is 
not always realistic to assume the same variance at different stations, 
even for those that are relatively close. In the Supplementary Text S1, we 
presented an example of a sample size calculation based on two-sample 
comparisons of means (two-sided statistics). Sample size determination 
for a station with low natural variability was presented in Supplemen
tary Text S2, while the importance of uncertainty in single-sample 
measurements was described in Supplementary Text S3.

3.6. How can contributions to measurement uncertainty be reduced?

The lower the measurement uncertainty, the narrower the 95 % CI 
will be. The uncertainty may be large for low concentrations of Hg 
fractions (near the detection limits), especially in samples from open 
ocean waters. Common errors during analysis can originate from ex
trapolations of the calibration curves near the detection limit or from 
using too small amount of sample. Given the fact that the components of 
measurement uncertainty vary across methods, it is advisable, when 

possible, to lower the uncertainty component that makes the greatest 
contribution to overall measurement uncertainty. It is extremely diffi
cult, if not impossible, to influence the reproducibility of an analytical 
method, but it is relatively easy to influence other uncertainty compo
nents. Here, we provide guidelines for reducing measurement uncer
tainty by slightly modifying the analytical procedure. We focused on the 
calibration of the method and recovery corrections.

3.6.1. Uncertainty of the calibration curve
The estimation of the measurement uncertainty of an analytical 

result obtained from a calibration curve is often approximated using the 
so-called error of prediction, which is given in its relative form (ucal,r) by 
the following equation: 

ucal,r =
1

xpred*m
*
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√
√
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where xpred is the predicted (calculated) value for Hg concentration in 
the sample, yj is the observed detector’s response (y) for a given Hg 
concentration in a standard solution (xj), x is the mean of the xj values, 
ŷj is the value of y predicted by the equation of the calibration curve for 
a given xj, y0 is the mean of G repeat measurements of y for the sample, y 
is the calculated mean of the detector’s responses for all calibration 
standards, m is the calculated slope of the calibration curve, and H is the 
number of calibration points (Hibbert, 2006; Prichard and Barwick, 
2003; Theodorou et al., 2012).

According to Eq. 6, there are two possible ways of lowering the ucal,r 
of the xpred, either by lowering the numerator or by increasing the de
nominator in Eq. 6. The slope of the calibration curve (m) is a proxy for 
the sensitivity of the instruments, and the detector’s response to Hg 
should be as great as possible. This can be achieved by increasing the 
source lamp’s luminosity (voltage), by using a low-noise (clean) pho
tomultiplier for an AFS detector, or by using a mirrored cuvette (given 
that noise is low). The other option is to increase the number of parallel 
samples (sample repeatability G) and calibration points (H). The term 
yj − ŷj represents the residual of the calibration curve, and it is lowest 
when the R2 value is greatest. Finally, the means of Hg concentrations in 
standard solutions (x) can be increased, but these values relate to the 
corresponding means for the detector’s responses (y).

The y can be lowered by narrowing the range of Hg concentrations in 
the calibration standards (consequently also lowering x). US EPA 
Method 1631 states that a calibration curve should be created for cali
bration standards between 0.5 and 100 ng L− 1 (US EPA, 2002). The JSI 
laboratory commonly uses calibration standards from 0.5 and 25 ng L− 1, 
which are adequate for determining THg in practically all water sam
ples. Using this approach, we determined a relative combined standard 

Table 3 
Sample sizes (n) required to observe 5 %, 10 %, and 20 % differences in geo
metric mean concentrations of THg, DGM, and MeHg in seawater at Station 
CJ009 between the two groups. Sample size was based on SDc1-ln, which 
considered sample variability (SDs-ln) and measurement uncertainty within a 
single laboratory (uln). Sample sizes were determined at a statistical power of 
0.95 using a one-sided t-test and an alpha value of 0.05.

xln
a SDs-ln 

a

uln
a SDc1-ln 

a

n for 5 
% b

n for 10 
% b

n for 20 
% b

THg 5.844 0.412 0.084 0.421 805 211 58
DGM 4.232 0.739 0.078 0.743 2511 658 180
MeHg 2.207 0.403 0.096 0.414 781 205 56

a Dimensionless value.
b Percentage represents the expected difference between the postulated mean 

and determined geometric mean of the original data.

Table 4 
Sample sizes (n) required to observe 5 %, 10 %, and 20 % differences in geo
metric mean concentrations of THg, DGM, and MeHg in seawater at Station 
CJ009 between the two groups. Sample size was based on SDc2-ln, which 
considered sample variability (SDs-ln), measurement uncertainty within a single 
laboratory (uln), and standard deviation in the interlaboratory comparison ex
ercise (SDinter-ln). Sample sizes were determined at a statistical power of 0.95 
using a one-sided t-test and an alpha value of 0.05.

xln
a SDs-ln 

a

uln
a SDinter- 

ln 
a

SDc2- 

ln 
a

n for 
5 % b

n for 
10 % 
b

n for 
20 % 
b

THg 5.844 0.412 0.084 0.205 0.468 996 261 72
DGM 4.232 0.739 0.078 0.201 0.770 2694 706 193
MeHg 2.207 0.403 0.096 0.120 0.431 847 222 61

a Dimensionless value.
b Percentage represents the expected difference between the postulated mean 

and determined geometric mean of the original data.
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uncertainty of 23.6 % (k = 2) at the 0.3 ng L− 1 level. However, if the 
calibration curve was narrowed to 0.1–1.0 ng L− 1, the corresponding 
uncertainty decreased to 13.0 % (k = 2). This single change in the 
experimental setup achieved the greatest decrease in measurement un
certainty. It is important to note that the corresponding R2 value was 
much lower for the 0.1–1.0 ng L− 1 calibration (R2 = 0.99717) than for 
the 0.5–25 ng L− 1 calibration (R2 = 0.99997) (Fig. 5). It is difficult to 
obtain a good calibration curve at low Hg levels. All reagents must be 
freshly prepared, and all tubes and vials used for sample preparation 
must be thoroughly washed. Nevertheless, this calibration curve could 
not be used because the commonly used certified reference material for 
THg in seawater (BCR 579) has a reference value of 1.90 ± 0.25 ng kg− 1 

(i.e., 1.94 ± 0.25 ng L− 1 at 21 ◦C, k = 1), falling outside the range of 
calibration standards. As an alternative, a purged Hg-free sample could 
be spiked with a small amount of the CRM (e.g., ERM-CA400). However, 
this is not the correct use of a CRM.

3.6.2. Uncertainty due to recovery
Uncertainty due to recovery (uR) can be omitted if it does not sub

stantially contribute to overall measurement uncertainty and if the re
sults are not corrected using recovery factors. However, there is no 
consensus in the literature about when to apply recovery factors to Hg 
speciation results. Harmonized guidelines for the use of recovery in
formation in analytical measurement state that measurement results can 
be corrected using recovery factors if recovery differs significantly from 
100 % (Thompson et al., 1999). We propose the same approach for 
deciding whether recovery factors should be applied to Hg speciation 
results. Unlike the aforementioned guidelines, we present a slightly 
different approach for testing statistical differences due to the relatively 
large uncertainties of certified reference materials for Hg in environ
mental samples and possible differences in sample variance. Examples 
are provided for the recovery of THg in BCR 579 and spiking of MeHg in 
seawater.

Welch t-tests were used to test whether the experimental means of 
THg in BCR 579 significantly differed from the reference value of 1.90 
± 0.25 ng kg− 1 (i.e., 1.94 ± 0.25 ng L− 1 at 21 ◦C, k = 1). The number of 

experimental determinations of THg concentration required to perform 
the Welch t-tests was based on QA/QC data from the JSI laboratory, 
whereas the number of reference determinations was obtained from the 
CRM certificate (n = 6). We assumed that the reference data were nor
mally distributed because the certificate stated that the expanded un
certainty with a coverage factor of k = 2 corresponded to a CI of about 
95 %. The Welch t-tests showed no significant differences between the 
experimental and reference values (p > 0.05, two-sided); therefore, the 
final results for THg in seawater samples were not corrected using the 
appropriate recovery factors. For the comparison, the theoretical normal 
distribution curves for the experimental data and reference values 
(Fig. 6) were calculated from the means and standard deviations (or 
uncertainty). It is also important to note that data should be transformed 
to an ln scale if the obtained experimental results do not follow normal 
distribution (which was not the case here).

A similar approach was used to determine statistical differences be
tween the means for experimental recoveries for 5-pg MeHg spikes and 
the spike that was used in the method to determine MeHg in seawater 
using extraction as a preconcentration step (Liang et al., 1996). 
Extraction recoveries are usually highly variable, which results in a wide 
spread of recoveries. In contrast, the uncertainty of the spike is narrow 
(Fig. 6) and mainly depends on the uncertainty of the standard solution. 
The main reason why Welch t-tests should be used instead of Student’s t- 
tests and the aforementioned guidelines is that the Welch t-test does not 
assume equal variance between groups. The number of experimental 
determinations of MeHg spikes required to perform the Welch t-tests 
was the same as the number of spikes. Welch t-tests showed statistically 
significant differences between the measured recovery of the spike and 
the spike itself (p < 0.05, two-sided). Low extraction recoveries of MeHg 
spikes could be attributed to several factors, including both chemical 
and procedural influences: matrix effects, complexation with dissolved 
organic compounds or other ligands, insufficient mixing during the 
extraction, and loss during phase separation. The final results for the 
determination of MeHg in seawater using extraction were corrected 
using the recovery factor, and the uncertainty of the recovery was 
included in the estimation of the overall measurement uncertainty.

Fig. 5. Comparison of calibration curves for THg in seawater obtained for different ranges of calibration standards. The calibration curve presented in panel a) was 
obtained for THg concentrations of 0.0–25.0 ng L− 1 (x axis) (i.e., 0–625 pg of added Hg standard [offset x axis]). The calibration curve presented in panel b) was 
obtained for THg concentrations of 0.0–1.0 ng L− 1 (x axis) (i.e., 0–25 pg of added Hg standard [offset x axis]). The red square in panel a) presents the lowest THg 
standards and is enlarged for clarity (with the same axis titles). (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.)
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4. Conclusion

This study evaluated the significance of natural sample variability, 
measurement variability within a single laboratory and between mul
tiple laboratories, examining their effect on the required sample sizes to 
observe spatial and temporal trends of Hg species in seawater. Natural 
sample variability contributed most to the sample size, as inferred from 
the data for the Central Adriatic Sea. The largest sample variability in 
the whole dataset (all vertical profiles from the surface to the near- 
bottom water layer) was observed for DGM, causing an unrealistically 
large required sample size, even at the lowest statistical power. Gener
ally, significant variabilities in Hg concentrations arise from differences 
in Hg sources between coastal and open-water stations. In contrast, 
lower variability was observed for MeHg because this fraction is natural 
in origin. While measurement uncertainty and variations due to inter
laboratory variability had a minimal impact on the overall required 
sample size, they could significantly influence the sample size needed 
for samples with lower natural variability.

Based on the results from this study, we provide the following 
guidelines/recommendations for the improvement of Hg measurements 
comparability and harmonization of Hg analyses: 

• Standardization of sampling and analysis: Adopt standardized 
methods for Hg sample collection, preservation, and analysis (e.g., 
GEOTRACES Cookbook) to minimize interlaboratory variability of 
results.

• Standardize ILC conditions: Regularly participate in ILCs with agreed 
standardized protocols to improve laboratory performance. Conduct 
thorough stability and homogeneity testing of ILC samples before 
distribution to participating laboratories. Ensure all participating 
laboratories follow identical sample handling, storage, and analysis 
protocols during ILCs to minimize variability.

• Implementation of metrological traceability: Link all Hg measure
ments to a primary reference standard (e.g., NIST SRM 3133) to 
ensure traceability and comparability across different studies and 
between laboratories.

• Development of low-level CRMs: CRMs with low Hg concentrations 
and uncertainties suitable for trace analysis in seawater should be 

produced. Current limitations in CRM concentration ranges and large 
uncertainties can hinder their utilization in quality assurance.

• Implement log-transformation for statistical analysis: For datasets 
that follow a log-normal distribution, standardize the use of log- 
transformed data for statistical analyses of Hg concentrations. 
Report geometric means, geometric standard deviations, and 
appropriate confidence intervals to properly present summary data.

• Determine sample size based on target variability: Tailor sample 
sizes to detect specific differences in (geometric) mean concentra
tions. Conduct more frequent and continuous sampling campaigns to 
better capture temporal variability in Hg speciation data. In areas 
with high natural variability (e.g., coastal sites), increase sample 
sizes to distinguish between natural fluctuations and true spatial or 
temporal trends in Hg concentrations.

• Incorporate measurement uncertainty in sample size calculations: If 
required, log-transform data before statistical analysis to properly 
determine sample size estimates. Factor in both intra-laboratory and 
interlaboratory uncertainties to calculate sample sizes. This ensures 
that sample size estimates reflect variability introduced by analytical 
methods and laboratory differences.

• Optimization of calibration curve: Narrow the range of the calibra
tion curve to align with target Hg concentration levels in seawater. 
Improve calibration by increasing the number of calibration points 
and replicates, ensuring higher sensitivity and stability of the de
tector. This reduces uncertainty due to calibration, particularly near 
detection limits, and improves accuracy for low-level measurements.

• Recovery uncertainty management: Apply recovery factor correc
tions only when recoveries deviate significantly from 100 %. Use 
robust statistical methods, such as the Welch t-test, to assess whether 
recovery deviates from unity, considering variability in certified 
reference materials and analytical procedures. When applying re
covery factors, include the corresponding uncertainty contribution in 
the overall measurement uncertainty budget.

A key takeaway from this exercise is that without accounting for 
measurement uncertainties and relying solely on a single measurement 
of Hg concentrations in oceanic waters, it becomes challenging to 
interpret and discuss results in a broader context. The comparability and 
compatibility of these results cannot be fully demonstrated, rendering 

Fig. 6. Theoretical normal distribution curves for experimental data and reference values for a) THg in BCR 579 determined using CVAFS and b) a 5-pg spike of 
MeHg in seawater determined using CVAFS after sample extraction and ethylation.
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any conclusions speculative. Therefore, it is strongly recommended that 
the measurement community prioritize these aspects, as demonstrating 
comparability is essential for global Hg assessments in oceans. More
over, to fully comply with the requirements of the Minamata Conven
tion, adopting such an approach will enable meaningful assessments of 
Hg levels.
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