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Abstract19

Observations of strong internal waves (IWs) off the Amazon Shelf by the Surface Wa-20

ter and Ocean Topography (SWOT) mission are analyzed. Distinct IWs signatures with21

wavelengths ranging from 3 to 50 km in coincident sea surface height anomalies (SSHA)22

and near-nadir normalized radar cross section (NRCS) are clearly identified. Using a three-23

layer approximation to describe the upper ocean stratification, SWOT SSHAs are con-24

verted to IW-induced thermocline displacements, reaching up to 80 m amplitude. This25

confirms SWOT’s unique ability to quantitatively inform about the state of the ocean26

interior, the energy and depth distribution of IWs. Moreover, joint SWOT measurements27

of SSHAs and NRCS further provide new means to precisely study the mechanisms lead-28

ing to identify IWs from radar intensity measurements. SWOT data can indeed be an-29

alyzed in terms of a modulation transfer function (MTF), relating the SWOT NRCS con-30

trasts to divergence of IW surface currents derived from SWOT SSHA measurements.31

Thanks to these new observations, SWOT-based MTF estimates are derived to quan-32

tify relationships between the NRCS contrasts, the amplitude and wavenumber of IWs,33

and the local wind conditions. In particular, it is shown that the maximum SWOT NRCS34

contrasts occur when IWs propagate in the wind direction, corresponding to resonant35

conditions between short wind waves and internal waves.36

Plain Language Summary37

SWOT observations are shedding new lights on internal wave (IW) dynamics with38

coincident sea surface height and roughness modulations responding to the passage of39

IWs. Traveling IWs strongly impact inner layers of the upper ocean, with localized in-40

tense vertical motions shifting the boundary between warm and cold water by up to 10041

meters. SWOT high resolution sea surface height measurements help clearly identify IWs42

with wavelengths from about 3 to 50 kilometers. These measurements, combined with43

radar intensity signals, open new means to quantify sea surface roughness hydrodynam-44

ical modulations. The strongest signatures are confirmed to occur under weak wind con-45

ditions and when IWs travel along the wind direction. Overall, SWOT combined obser-46

vations quantify the upper ocean’s inner dynamics, and can help quantifying IWs effects,47

which is valuable for various applications.48

1 Introduction49

Internal waves (IWs) are increasingly recognized as critical contributors to global50

mixing in the upper ocean layers. This mixing process significantly impacts the near-51

surface temperature structure, air-sea exchange, and ultimately the evolution of the cli-52

mate system (Shroyer et al., 2010). These waves arise within the stratified ocean, where53

less dense water overlies denser water. Perturbations from external forces, such as in-54

teractions of surface tides with underwater topographical features, can trigger the gen-55

eration of IWs at isopycnals (New, 1988). As large-scale internal tides (ITs) travel away56

from topographical obstacles, they steepen and break down into shorter-period, nonlin-57

ear IWs that remain synchronized with the ITs (Pingree et al., 1986; Gerkema, 1996; Shaw58

et al., 2009). Breaking, these IWs are believed to play a major role in near-surface mix-59

ing through the constant generation of instabilities as they propagate (Moum et al., 2003).60

Although high resolution satellite sensors, such as optical, synthetic aperture radars61

(SAR), and altimeters, have long been instrumental in identifying IWs (Li et al., 2008,62

2013; Dong et al., 2016; M. Zhang et al., 2019; Xudong et al., 2020; Kudryavtsev et al.,63

2005, 2012; Jackson, 2007; de Macedo et al., 2023; J. M. Magalhães et al., 2016; J. M. Ma-64

galhães & Da Silva, 2018), only limited information on IWs could be quantitatively re-65

trieved. The recently launched Surface Water and Ocean Topography (SWOT) mission66

promises a significant leap forward in the observation of IWs compared to previous satel-67

lite observations (Fu et al., 2024; Morrow et al., 2019). SWOT’s Ka-band radar inter-68
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ferometer (KaRIn) observations make it possible to capture the detailed patterns of IWs,69

including wave groups and leading edges (Fu et al., 2024; Morrow et al., 2019). But un-70

like past satellite observations that solely relied on surface roughness signatures from SAR71

or sunglint data from optical observations (Jackson, 2007; J. Magalhães et al., 2021; Kudryavt-72

sev et al., 2005, 2012), SWOT provides a unique combination of SAR surface roughness73

images and elevation maps. This combined capability thus offers new means to more quan-74

titatively access IW properties.75

SWOT’s advanced radar altimetry has already been demonstrated to excel in de-76

tecting IW-induced sea surface height anomalies (SSHA) with remarkable precision, cap-77

turing signals in the range of 10–20 cm (H. Zhang et al., 2024; X. Zhang & Li, 2024).78

Some investigations off Central California (Cai et al., 2024), showed how SWOT data79

complement in-situ measurements, revealing distinct modal compositions and energy flux80

variations driven by seasonal stratification and eddy dynamics, improving the accuracy81

of internal tidal corrections in altimetry. Qiu et al. (2024) used SWOT observations in82

the Indonesian seas to characterize IWs, generated through tide-topography interactions.83

They showed IWs exhibit seasonal and fortnightly variability influenced by upper-ocean84

stratification. In the Amazon shelf region, SWOT data has also been used to analyze ITs85

with unprecedented details, capturing high-resolution sea level anomalies to identify tidal86

signals (Tchilibou et al., 2024). Techniques such as harmonic and principal component87

analysis enable the separation of coherent and incoherent IT modes, shedding light on88

the role of stratification and background currents in modulating IT variability (Tchilibou89

et al., 2024). These studies collectively highlight SWOT’s transformative role in the de-90

tection and analysis of IWs, significantly enhancing our understanding of their spatial91

and temporal variability across diverse marine environments.92

Hereafter, we provide a detailed analysis of IWs off the Amazon shelf, utilizing high-93

resolution SWOT data to reconstruct IW parameters to examine and quantitatively char-94

acterize the modulation of SWOT normalized radar cross-section (NRCS) by IWs. Sec-95

tion 2 introduces the study area and datasets used in the analysis. Section 3 focuses on96

the reconstruction of IW parameters and pycnocline oscillations within the framework97

of a three-layer approximation model for stratified fluids. Section 4 provide a joint SWOT98

SSHA-NRCS data analysis, to develop a modulation transfer function (MTF) that links99

the NRCS and SSHA under varying wind conditions. Finally, Section 5 summarizes the100

main findings. A detailed description of the dispersion relation and vertical velocity pro-101

files of IWs is provided in Appendix A.102

2 Area and Data103

2.1 Off the Amazon Shelf104

The Amazon shelf is a breeding ground for powerful IWs. This area has been rec-105

ognized by multiple studies (Brandt et al., 2002; J. M. Magalhães et al., 2016; Lentini106

et al., 2016; Bai et al., 2021; Tchilibou et al., 2022, 2024) for its intense generation of107

these waves. The dynamic nature of the Amazon shelf, influenced by the confluence of108

river discharge, tidal forces, and ocean currents, creates a conducive environment for IW109

formation. Several researchers have documented IWs traveling in two main directions:110

offshore (Brandt et al., 2002; J. M. Magalhães et al., 2016) and along the shelf (Lentini111

et al., 2016; Bai et al., 2021). Offshore IWs are linked to areas with strong internal tides112

near steep slopes on the Amazon shelf (J. M. Magalhães et al., 2016), where the 1-day113

SWOT observation captured them.114

The offshore-propagating IWs are particularly notable due to their association with115

the steep topographical features of the shelf (J. M. Magalhães et al., 2016). These waves116

are generated as tidal forces interact with the abrupt underwater slopes, converting tidal117

energy into IW energy (Brandt et al., 2002; J. M. Magalhães et al., 2016). These IWs118
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can extend far into the open ocean, carrying energy and momentum away from the shelf119

(Bai et al., 2021). In contrast, the IWs traveling along the shelf are primarily influenced120

by the along-shelf currents and the bathymetric variations parallel to the coast.121

Recent SWOT satellite mission, have provided new insights into the spatial and122

temporal characteristics of IWs on the Amazon shelf. The SWOT observations have en-123

abled researchers to capture high-resolution images of IW patterns, shedding light on124

their generation mechanisms, propagation pathways, and interaction with other oceano-125

graphic features. These findings are crucial for improving our understanding of the role126

of IWs in coastal dynamics and their potential impact on climate and marine ecosystems127

(Fu et al., 2024; Tchilibou et al., 2024).128

2.2 SWOT SSH129

In this study the Low Resolution (LR) “Unsmoothed” SWOT product (SWOT Project,130

2023), from the KaRIn observations, with spatial resolution of approximately abut 250131

m are used. The level 2 (L2) products include SSH, NRCS, and mean sea surface height132

(MSSH) above the reference ellipsoid from CNES/CLS model for 2015 year. Recently133

released level 3 (L3) “Unsmoothed” data include products, such as SSHA, NRCS, MSSH,134

geostrophic current, with spatial resolution of about 250 m.135

To obtain SSHA from the SSH L2 product, we subtract the mean SSH (MSSH),136

also available at L2 datasets. The difference between SSH and MSSH represent the SSHA137

signals considered here. Fields of SSHA in the Amazon area is shown in Figures 1a and138

1c. Referring to these cases, a systematic cross-track trend appears which is caused by139

roll/phase errors. Roll/phase errors in KaRIn occur due to slight tilts of the spacecraft140

and timing mismatches in the radar system. These errors result in a consistent slope across141

the instrument’s swath, distorting the measured height of the Earth’s surface. The cross-142

track trend obtained by averaging the SSH along the azimuth, which are shown in in-143

serted graph of Figure 1e and Figure 1f. The cross-track trend is then removed from the144

data. Next, we applied a low-pass filter to remove along-track variations with wavelengths145

larger than 200 km. The remaining part, illustrated on Figures 1b and 1d, is considered146

to be “corrected” SWOT KaRIn wide-swath observation of SSHA, h, showing distinc-147

tive IWs signatures. Indeed, a careful inspection of Figures 1b and 1d reveals periodic148

fluctuations in the SSHA of different scales, from ∼ 50 km to ∼ 5 km. These SSHA or-149

ganized fluctuations are likely associated with IWs generated on the Amazon shelf by150

semi-diurnal tides, and then propagating from the shelf to open ocean.151

Note, SSHA fields available in L3 datasets, and could be used without any filter-152

ing. However, after visualizing these data (see Figures 2a and 2d), it is still preferable153

to apply a low-pass filter to remove along-track variations with wavelengths larger than154

200 km (as it was applied to L2 SSHA data), which are probably related to meso- and155

large-scale ocean variabilities. The SSHA data, after applying the low-pass filter, are il-156

lustrated in the Figures 2b and 2e. By Comparing the Figures 2 and 1, it can be con-157

cluded that there is no significant differences between L3 and L2 data. Their differences158

are illustrated in Figures 2c and 2f. Some small differences, can be referred to the fil-159

ters applied to the L3 products to get SSHA. Explained in the description of SSHA in160

L3 products, the L3 SSHA product is height of the sea surface anomaly with all correc-161

tions (Geocentric ocean tide height, mean sea surface height, mean dynamic topogra-162

phy, satellite calibration) applied, which is different than SSHA, that we calculated us-163

ing L2 SSH. Along transect (TS) profiles, and all further calculations, are applied to L2164

data in the next Sections.165
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Figure 1: (a) and (c) Original SSHA off the Amazon shelf, and (b) and (d) SSHA, ob-
tained by subtracting the mean SSH (plots e and f) from the original SSHA. Plots (a) and
(b) are related to 09 May 2023, plots (c) and (d) – to 23 Jun 2023.

Figure 2: (a) and (d) L3 SSHA product; (b) and (e) SSHA after applying the low-pass
filter to the L3 SSHA0; and (c) and (f) the differences between L2 (see Figures 1b and 1d)
and L3 SSHA. Figures (a)–(c) shows data on 23 June 2023 and (d)–(f) on 09 May and off
the Amazon shelf.
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Figure 3: NRCS on (a) 09 May 2023, and (b) 23 Jun 2023 off the Amazon shelf in linear
units. In the inserted graphs, the black and red line show the cross-track trend of σ0 for
areas of low wind (latitude rang of −2◦ – +3◦ in (a) and 5.25◦ – 5.75◦ in (b)) and high
wind (latitude rang of 6◦ – 16◦ in (a) and −1◦ to 3◦ in (b)), respectively.

2.3 SWOT NRCS166

The L2 unsmoothed SWOT data contain product for the sea surface NRCS in the167

range of incidence angles from 0.6◦ to 4◦ and −0.6◦ to −4◦ relatively to the nadir with168

spatial resolution, approximately, 250×250 m. Fields of the SWOT NRCS correspond-169

ing to Figures 1a and 1c, are shown in Figures 3a and 3b. Visually, Figures 3a and 3b170

exhibit well detectable IW signature in the NRCS image. Large scale variations of the171

NRCS are associated with the wind field variability. In particular, the brighter area in-172

dicates a low wind speed area, in agreement with European Centre for Medium-Range173

Weather Forecasts (ECMWF) reanalysis. Cross-track distributions of the NRCS shown174

in insert in Figure 3a exhibit the dependence of the NRCS on incidence angle. Clearly,175

the incidence angle dependence of NRCS is highly dependent on wind speed, ranging from176

weak at moderate wind speeds to quite strong at low wind speeds. Such a NRCS behav-177

ior is consistent with predictions of the classical radar scattering model for low incidence178

angles following quasi-specular reflections.179

2.4 Data on Wind and Ocean Stratification180

In this study, wind information are from the ECMWF atmospheric reanalysis, ERA5,181

with a temporal resolution of 1 hour and a spatial resolution of 0.25◦ × 0.25◦.182

To describe the state of the ocean interior, the monthly ocean salinity and temper-183

ature were obtained from the near real time multi observation global ocean ARMOR3D184
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L4 analysis and multi-year reprocessing. It consists of 3D temperature, salinity, geopo-185

tential heights, geostrophic Currents and mixed layer depth, available on a 1/4 degree186

regular grid and on 50 depth levels from the surface down to the depth of 5500 meters.187

Salinity and temperature data are used to calculate vertical vertical distributions188

of the potential density, ρ(z), which characterizes the ocean stratification via the Brunt–Väisälä189

frequency,190

N2 =
g

ρ0

∂ρ

∂z
, (1)

where g is gravity acceleration and ρ0 is the reference water density. To calculate ρ(z),191

the Gibbs Sea Water (GSW) oceanographic toolbox of TEOS-10 was employed. Figure192

4 displays the vertical profile of ρ(z) and the Brunt–Väisälä frequency off the Amazon193

shelf during June 2023.194

3 Reconstruction of IWs parameters195

In this section, we consider the reconstruction of kinematic (wavelength and phase196

velocity) and dynamic (vertical displacement of ocean interior) properties of IWs, us-197

ing observed SSHA estimates and available information on the ocean stratification state.198

SWOT SSHA, h, can be directly linked to the IW vertical velocity gradient below the199

surface which follows from continuity of the pressure through the ocean surface (Gill, 1982):200

ĥ(K) = i
C2

g

1

Ω
Ŵ ′

z|z=0
=
C

g
ûs, (2)

where hat denotes amplitude of the harmonic of any IW parameter which is function of201

IW wavenumber K, frequency, Ω, and phase velocity, and C (linked together through202

the dispersion relation), g is the acceleration due to gravity, Ŵ ′
z is the vertical gradient203

of IW vertical velocity amplitude below the surface, i is the complex unit, and ûs is the204

horizontal velocity induced by IW on the ocean surface. Note that while the z-axis in205

this study is oriented downward, the SWOT SSHA in Equation 2 and subsequent equa-206

tions is defined as positive when the ocean surface is displaced upward and negative when207

displaced downward.208

From a knowledge of the ocean stratification, SWOT SSHA and detected IW wave-209

lengths provide the necessary inputs to estimate the dispersion relation and the verti-210

cal velocity profile of IWs. Resulting displacements of the ocean upper layers can fur-211

ther be estimated. By integrating surface measurements with stratification data, it be-212

comes possible to accurately describe the IWs impact on the deeper ocean layers.213

3.1 Three-layer Approximation214

3.1.1 Ocean Stratification215

In the present study, a three-layer approximation is considered to describe the ocean216

stratification. In such an approximation, simple analytical solutions can be found for the217

IW dispersion relation and vertical modes, - similar to solutions derived in (Kudryavtsev,218

Monzikova, Combot, Chapron, Reul, & Quilfen, 2019; Kudryavtsev, Monzikova, Com-219

bot, Chapron, & Reul, 2019).220

The three-layer approximation of ocean stratification adjusts the seasonal and the221

main pycnoclines with linear approximations of density over the depth, and the abyssal222

part with a constant density. The depth of the lower boundary of the main pycnocline,223

is defined as the depth of the layer containing 95 percents of the total observed density224

drop from the ocean surface to the bottom. The fit parameters, i.e. Brunt-Väisälä fre-225

quency, N , thickness of seasonal and main pycnoclines, are derived using a least squares226

method. Examples of this three-layer approximation on observed density and the Brunt–Väisälä227
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Figure 4: (a) Water density, and (b) Brunt–Väisälä frequency, N , off the Amazon shelf
(Atlantic ocean) in June 2023. The black lines in the plots (b), show the three-layer ap-
proximation of Brunt-Väisälä frequency.

Figure 5: (a) Dispersion relation in form Ω = Ω(K), and (b) in form of C = Ω/K against
λ = 2π/K defined by Equation A13 in Appendix A, and calculated for stratification
shown in Figure 4. The curves marked by blue, flame and yellow colors, show the disper-
sion relation for the first three modes, respectively. The green and violet horizontal lines
in (a), are the Brunt-Väisälä frequency for first and second layer (N1 and N2).

frequency, profiles are shown in Figures 4a and 4b, respectively. The three-layer approx-228

imation of Brunt-Väisälä frequency are marked by black lines in Figure 4b.229

3.1.2 IW Dispersion Relation and Vertical Structure230

Following this three-layer approximation, the Brunt–Väisälä frequencies, N , in each231

of the layers are constants (N1, N2, and N3 = 0). The governing equation for internal232

waves (IW), Equation A1 in the Appendix A, has an analytical solution that provides233

the vertical velocity profiles Ŵ for IW harmonics (Equations A5–A7) and the disper-234

sion relation (Equation A13), which links the IW frequency Ω to the wavenumber K.235

The IW dispersion relations Ω = Ω(K) (and in form C = Ω(K)/K) for the first236

three modes of the given ocean stratification (shown in Figure 4 for June 2023 off the237

Amazon shelf), are displayed in Figure 5. The profiles of the vertical velocity for the first238

mode and different IW wavelengths are presented in Figure 6. These profiles reveal that239

the maximum vertical velocity amplitude occurs at different depths depending on the240

wavelength. Specifically, for wavelength, λ = 1000 m , the maximum vertical velocity,241

W , appears at the depth of 120 m, aligning with the upper boundary of the main py-242

cnocline, shown in the Figure 4b. In contrast, for longer IWs, the maximum W is found243

at greater depths close to the lower boundary of the pycnocline.244

3.2 SWOT SSHA interpretation245

Within this framework, the pressure continuity condition at the ocean’s surface,246

Equation 2, provides a relationship between the scale of IW vertical velocity, A, used for247
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Figure 6: Vertical velocity profile, W (K, z), for the IW first mode of different wave-
lengths, normalized by scale A, which is related to the SSHA by Equation A8. The green
horizontal lines indicate the upper and lower boundary of the main pycnocline, shown in
the Figure 4b

the scaling of vertical velocity profile described by Equations A5–A7, and the Fourier248

amplitude of SSHA, ĥ, measured by SWOT:249

A(K) = −i g
C

Ω√
N2

1 − Ω2
ĥ(K), (3)

Further, the vertical displacement of the pycnocline, η(t, x, z), can be derived from250

the vertical velocity, w(t, x, z), as: w = ∂η/∂t. The scale of the pycnocline displacement,251

Aη, is related to the scale of vertical velocity as A = −iΩAη, and hence be expressed252

through the measured amplitude of SSHA as253

Aη(K) =
g

C (N2
1 − Ω2)

1/2
ĥ(K) (4)

For N1 ∼ 10−2 1/s and C ∼ 2m/s, a SSHA with amplitude ĥ = 0.1m is equivalent to254

a pycnocline displacement of Aη = 50m. Using the Equation A5–A7 for vertical veloc-255

ity profile, the expression describing the pycnocline undulation in physical space reads:256

η(t, x, z) = i

∫
Ω−1Ŵ (K, z) exp i(Kx− Ωt)dΩ, (5)

where only the real part has a physical meaning.257

To illustrate this method to reconstruct the IW vertical structure using SWOT mea-258

surements, a fragment of the SWOT data shown in Figure 1d is selected. An enlarge im-259

age is shown in Figure 7a. The SSHA profile, h(x), along the transect is shown in Fig-260

ure 7b. A Fourier transform of the measured h(x) is performed, ĥ(K), which are shown261

in Figure 7c. Using Equation 4, the Fourier amplitude of the pycnocline displacement262

scale, Aη, is defined. Spatial variation of the pycnocline displacement, η0(x) =
∫
Aη exp i(Kx)dK,263

are shown in Figure 7d. For such a case, IW-induced pycnocline displacements are large,264

attaining −60 m in the trough and +20 m in the crest.265

Ocean interior vertical displacements caused by the passage of IW trains calculated266

using Equation 5, are shown Figure 8a. The displacements of oceanic layers are max-267

imum in the region of the IWs leading front (shown in Figure 7a and 7b), and are lo-268

cated at a depth of about 1200 m, corresponding to the lower boundary of the main py-269

cnocline (see the Figure 4b). By comparing Figure 8a with Figure 7b and Figure 7d, it270

turns out that maxima of displacements caused by shorter IW harmonics, with wave-271

lengths smaller than the leading edge, are located at smaller depths. The same vertical272
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Figure 7: (a) Enlarge fragment of SSHA on 23 Jun 2023 and TS-4; (b) SSHA along the

transect TS-4 marked by black line in (a); (c) square of amplitude of ĥ as a function of
wavenumber; and (d) the pycnocline displacement η0(x) =

∫
Aη exp i(Kx)dK along the

transect marked by black line in (a).
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Figure 8: (a) Vertical structure of displacement, η, defined by Equation 5, and (b) IW-
induced isotherms oscillations (contour lines).

displacement expressed in terms of the water temperature undulations are shown in Fig-273

ure 8b. These calculations were performed assuming adiabatic variation of the water tem-274

perature:275

T (z, x) = T0(z − η(z, x)), (6)

where T0(z) is the undisturbed temperature profile in the ocean. Results shown in Fig-276

ure 8b confirm that the range of IW-induced isotherm displacements reaches ∼ 100 m,277

largely related to the low-frequency components that compose the leading edge of the278

IW train. Isotherm displacements associated with the IW high-frequency components279

disappear at large depths, due to the rapid decay of the first mode with depth as it fol-280

lows from Figure 8b.281

4 Modulation of SWOT NRCS by IWs282

4.1 Interpretation and Quantification283

SWOT NRCS are dominated by quasi-specular reflections of the Ka-band radio-284

waves from the sea surface. In this case the NRCS of the sea surface, σ0, can be described285

using the geometric optics approximation (Valenzuela, 1978):286

σ0 = (R2 sec4 θ/s2) exp
[
− tan2 θ/s2

]
, (7)

where R is the Fresnel coefficient, θ is incidence angle, s2 is the mean square slope of the287

sea surface (MSS) in the range of surface waves wavenumber K < nkR, where kR is the288

wavenumber of radar wavelength (kR = 2π/0.008 rad/m for SWOT) and n is a param-289

eter which divides the surface on large-scale and small-scale surface. This division can290

be set as n = 1/4 (Voronovich & Zavorotny, 2001). Using Equation 7, the MSS is as-291

sumed isotropic (i.e. independent on direction relative to the wind direction) which is292

an acceptable approximation (Cox & Munk, 1954).293

Accordingly, the IW σ0 modulation is caused by the MSS modulation. Assuming294

that both the modulated amplitudes of the NRCS, δσ0, and MSS, δs2, are small rela-295

tive to their mean values, σ0 and s2 correspondingly, the relationship between NRCS and296

MSS IW-induced modulations reads297

δσ0
σ0

=

(
tan2 θ

s2
− 1

)
δs2

s2
. (8)

Consequently, SWOT NRCS signatures of IWs relate to the impact of IWs on the sea298

surface MSS.299

–11–



manuscript submitted to JGR: Oceans

To quantify these MSS modulations, a Modulation Transfer Function (MTF), Ms(K),300

is used. This MTF will relate the MSS and the NRCS modulations scaled by their cor-301

responding mean values (hereinafter termed as the contrasts: Kσ0 = δσ0/σ0 and Ks =302

δs2/s2) to a dimensionless IW parameter characterizing its intensity (non-linearity). Usu-303

ally, such a IW parameter is ûs/C, the ratio of the amplitude of the horizontal veloc-304

ity induced by IW on the surface, ûs, to its phase velocity, C. This parameter is equiv-305

alent to the divergence of the horizontal surface velocity induced by an IW on the ocean306

surface, ∂us/∂x, scaled by the IW frequency, Ω. For harmonic oscillation, it is D̂ = iûs/C.307

Using the continuity equation iKûs = −Ŵ ′
z|z=0

and the pressure continuity across308

the surface, Equation 2, the scaled divergence can be rewritten in terms of the ampli-309

tude of measured SSHA as:310

D̂(K) = −i g
C2

ĥ(K). (9)

The following definition of MTF for the MSS modulations becomes:311

K̂s(K) =Ms(K)D̂(K) = −iMs(K)
g

C2
ĥ(K). (10)

Correspondingly, following Equation 8, the SWOT NRCS modulations are related to the312

amplitude of SWOT SSHA anomalies as:313

K̂σ0(K) = −iMs(K)

(
tan2 θ

s2
− 1

)
g

C2
ĥ(K). (11)

Finally, the contrasts of NRCS and MSS variations in the physical space, Kσ0 =314

δσ0/σ0 and Ks = δs2/s2, are obtained as315

Kq(x) =

∫
K̂q(K) exp [i(Kx− Ωt)] dK, (12)

where subscript q denotes s and/or σ0 with amplitudes K̂q(K) given by Equation 10 and/or316

Equation 11. To analyze the observed NRCS variations caused by IWs, it will also be317

helpful to use the divergence of IW-induced surface currents derived from h in physical318

space, which from Equation 9 reads319

D(x) = −i
∫

g

C2
ĥ(K) exp [i(Kx− Ωt)] dK, (13)

where only the real part has a physical meaning.320

Schematic representation of SWOT imaging of IWs according to Equations 8–11321

is shown in Figure 9. Wind waves propagating through oscillating IW-induced surface322

currents are modulated, causing periodic changes in MSS that correlate with surface cur-323

rent divergence. Spatial variations of the MSS lead to inverse oscillation in the surface324

NRCS which are displayed in the SWOT data as dark/bright patterns.325

4.2 Observations326

Correlation between SWOT SSHA and NRCS variations can be visually identified327

on the enlarged fragments presented in the Figure 10. The SWOT L2 products also con-328

tain wind information (speed and direction) from ECMWF, presented in the Figures 10c329

and 10f. For transects TS-1 and TS-4 wind speed is ≤ 7 m/s, while for other transects330

(TS-2 – TS-3 and TS-5) wind speed is ∼ 10 m/s, with southwest direction on TS-2–TS-331

3 and northeasters one on TS-3 transect. By comparing the wind speed and NRCS from332

the Figure 10, it is visible that the NRCS have larger values for lower wind condition.333

The values for averaged wind speed, U10, wind direction, φw, and propagation direction334

of IW, φ
IW

on the transects are listed in the Table 1335
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Figure 9: Schematic representation of SWOT imaging of IWs. Vertical red and blue ar-
rows show transmitted and received signal after its reflection from the sea surface. The
width of the blue arrows is proportional to the power of the reflected signal, which in
turn is inversely proportional to the mean square slope of the sea surface (MSS). Modu-
lations of the MSS are caused by interaction of wind waves with surface currents induced
by IW. Blue contours and arrows indicate velocity field in IW. In this case enhance-
ment/suppression of MSS occurs in the zones of surface currents convergence/divergence
which are respectively displayed in the SWOT data as dark/bright patterns.

Table 1: IWs and wind parameters for each of the transects

std(Kσ0) [–] std(D) [–] C [m/s] U10 [m/s] φw [◦] φIW [◦]

TS-1 0.14 0.05 2 3 164 44
TS-2 0.027 0.054 1.84 10 217 77
TS-3 0.021 0.08 2.05 9 226 76
TS-4 0.063 0.07 1.73 7 132 42
TS-5 0.011 0.031 1.96 10 140 100
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Figure 10: Enlarged fragments of: (a) and (d) SSHA, (b) and (e) σ0 in linear units, (c)
and (f) ECMWF wind fields on 09 May (a–c) and 23 Jun (d–f) 2023. The transects ana-
lyzed below are designated TS-1 – TS-5.

4.2.1 Qualitative analysis336

Transects of the enlarged fragments in Figure 10 denoted as TS-1 – TS-5 are shown337

in the upper row of Figures 11–15 respectively. The NRCS contrasts (Kσ0) and SSHA338

(h) along each of the transects represent the values which are averaged over a 2 km wide339

strip. In addition, the IW surface current divergence scaled by frequency, D(x), derived340

from SSHA according to Equation 13 is also shown in the lower row of Figures 11–15.341

This quantity is considered as the governing parameter driving manifestation of IW on342

the sea surface roughness, and thus the MSS and NRCS variations expressed via the MTF343

in Equation 11 and Equation 10. For quasi-monochromatic oscillations, the quantity D344

is equivalent to the ratio of the amplitude of IW-induced surface current variations to345

the IW phase velocity.346

In Figure 11, the TS-1 crosses the IWs train under low wind speed conditions. IW347

wavelength is about 10 km, estimated from the periodic variations of Kσ0, h and D shown348

Figure 11d and Figure 11e. Oscillations with shorter length (< 5 km) are visible as well.349

All in all, Kσ0 variations are visually correlated with h. A spatial shift is also identified,350

the maximum values of Kσ0 being located somewhere between the crests and troughs351

of h. The correlation between Kσ0 and surface current divergence, D, is visually better352

pronounced and spatially more synchronized. NRCS enhancements/diminution are tak-353

ing place in surface current convergence/divergence areas, as schematically explained Fig-354

ure 9. The standard deviation of Kσ0 and D are 0.14 and 0.05, respectively. The ratio355

gives an estimate of the MTF: M = std(Kσ0)/std(D), which is about 3 for this case.356

Figure 12a shows an IW train under higher wind speed conditions, also clearly ap-357

pearing in the field of the NRCS, Figure 12b. Wavelengths of this train are ∼ 20 – ∼358

33 km (see Figure 12d). Unlike the previous case TS-1, crests/troughs of SSHA h co-359

incide with darker/brighter NRCS features, Figure 12d. Consequently Kσ0 is shifted on360

π/2 relative to the convergence/divergence zones, Figure 12e. A possible reason is the361

differing wind conditions. The standard deviation of Kσ0 and D for this case are 0.03362

and 0.09, respectively. It gives a much lower (compared to TS-1) estimate of the MTF,363

about 1/3.364

Figure 13a display the case of an internal solitary wave,Figure 13a, and its related365

NRCS manifestation, Figure 13b, also under high wind speed conditions, Figure 13c. The366

crest of this wave in SSHA is clearly distinctive on Figure 13d. NRCS contrasts and the367

solitary IW are clearly linked, Figure 13d). NRCS variations are rather associated to the368

surface currents divergence induced by this solitary IW (Figure 13e). Ratio of peak-over-369
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Figure 11: Upper row, maps of: (a) SSHA, (b) NRCS, and (c) wind field. Lower row,
transects of: (d) Kσ0 = δσ0/σ0 (blue) and SSHA (red), (e) Kσ0 (blue) and surface current
divergences scaled by frequency, D (red), (f) SWOT Kσ0 (blue) and Kσ0 from RIM simu-
lations (red). In Figures (d)–(f) the left axis is Kσ0 from SWOT observations.

Figure 12: The same as Figure 11, but for TS-2.
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Figure 13: The same as Figure 11, but for TS-3.

Figure 14: The same as Figure 11, but for TS-4.

trough value for Kσ0 (which is about 0.15) to peak-over-trough value for D (which is about370

0.7), evaluated for solitary IW in Figure 13e, gives an MTF of about 0.2.371

Figures 14 and 15 illustrate IWs from SWOT acquisitions on 23-Jun-2023. The lead-372

ing solitary IW and the two IWs trains following it are clearly distinguishable, either in373

SSHA, Figure 14a, and in NRCS, Figure 14b. IWs signatures along the transect of SSHA,374

Figure 14d, are especially well detected in the divergence area of the IWs surface cur-375

rent, Figure 14e. In this case IW-induced contrasts of the NRCS, Kσ0, are very well cor-376

related with the current divergence, see (Figure 14e). The large values of NRCS contrasts377

is probably associated with weak wind conditions. The wind speed is about U10 = 5−378

7 m/s, Figure 14c and provides favorable conditions for IWs to imprint large sea surface379

roughness variations. In this case, the standard deviation of Kσ0 and D are 0.09 and 0.13,380

i.e. the MTF is rather large, about 0.7.381
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Figure 15: The same as Figure 11, but for TS-5.

Figure 15a and Figure 15b present SWOT observations for a case of long IWs (with382

wavelength of ∼ 50 km). The only thing that distinguishes this case from the previous383

ones and deserves special attention, is the direction of the wind. For this case, the wind384

aligns with the IW propagation direction, see Figure 15c. Visually, good correlation are385

again obtained between the NRCS variations, Figure 15b and SSHA, Figure 15a, for these386

large-scale IWs. Profiles of the SSHA and NRCS variations along the transect, Figure387

15d and Figure 15e, show that the NRCS maxima are located in the zones of surface cur-388

rents divergence of large-scale IWs. The ratio of the peak-to-trough difference for Kσ0389

(about 0.1) to the peak-to-trough difference for D (about 0.2) suggests a MTF estimate390

of about 0.5.391

4.2.2 Spectral analysis392

A spectral analysis is performed for the data acquired along transects TS-1 to TS-393

5, using the Welsh method (Welch, 1967). Co-spectra of SSHA, h(x) and NRCS contrasts,394

Kσ0(x), termed Sh(K) and Sσ(K), correspondingly, and cross-spectra, Shσ(K), are de-395

rived and reported in Figure 16. To implement Welch’s method, the FFT length is set396

to 1/4 of the realization length, applying 50% overlap, and a Hamming window. Num-397

ber of samples for each section in Hamming window is equal to the FFT length. The sam-398

pling wave number is given by Ks = 1/∆x with ∆x = 200 m.399

Using Equation 9 and dispersion relation described in Appendix A, spectra of SSHA400

are further converted to co-spectra of IW-induced surface current convergence:401

SD(K) =
( g
c2

)2

Sh(K), (14)

and cross spectra between NRCS variations and the IW divergence:402

SDσ(K) = −i g
C2

Shσ(K), (15)

Spectrum of coherence γ(K)403

γ2 =
|SDσ|2

SDSσ
=

|Shσ|2

ShSσ
, (16)

is a quantitative measure of relationship between IW and NRCS variations. Combina-404

tion of cross-spectra, Equation 15 and spectrum divergence, Equation 14 provide esti-405
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Table 2: The result of cross-spectral analysis for Kσ0 and D(x).

λ [km] γ2max ψ [◦] MTF

TS-1
∼ 10 ∼ 0.91 ∼ 24 2 ≤M ≤ 3.5
∼ 3 0.81 ∼ 63 0.91

TS-2
∼ 18 ∼ 0.72 ∼ 78 ∼ 0.45
∼ 11 0.75 ∼ 90 0.7

TS-3
5 ≤ λ ≤ 10 ∼ 0.77 ∼ 60 ∼ 0.3

TS-4
2 ≤ λ ≤ 10 0.97 −10 ≤ ψ ≤ 30 0.6 ≤M ≤ 0.9

TS-5
10 ≤ λ ≤ 44 0.8 −82 ≤ ψ ≤ −33 0.23 ≤M ≤ 0.9

mates of the spectral MTF for the NRCS modulations:406

Mσ0(K) =
SDσ

SD
= −iC

2

g

Shσ

Sh
. (17)

MTF magnitude, |Mσ0|, describes how strong is the response of the surface NRCS to IW,407

while the MTF phase, tan(ψ) = Im(Mσ0)/Re(Mσ0), defines the phase shift between408

NRCS and surface current divergence oscillations.409

To obtain statistically significant MTF estimates, a confidence level for the coher-410

ence spectrum is evaluated as (Thomson & Emery, 2014):411

γ21−α = 1− α[1/(Df−1)], (18)

where α is linked to the percentage of confidence, and equal e.g. to α = 0.10, 0.05, 0.01412

for confidence intervals of 90, 95, 99% . Parameter Df in Equation 18 is the number of413

independent cross-spectral realizations. Spectral estimates were obtained using FFT over414

1/4 of the realization length, with 50% overlap. The degree of freedom is Df = 4, and415

hence 95% confidence level for coherence is γ295% = 0.63. Only MTF values (estimated416

by Equation 17), falling into the wavenumber range where γ2 > γ295%, are then retained.417

Spectral analysis is performed for transects depicted in Figures 11–15, and result-418

ing spectra for SD and Sσ shown in Figure 16. For TS-1, maximum values for both spec-419

tra occur at a wavelength of approximately 12.5 km. However, the highest correlation420

(exceeding confidential level γ295% = 0.63) is found at a wavelength of 10 km, with a421

phase delay of 21◦. For TS-2, maximum spectral values are around 25 km, while the max-422

imum correlation occurs at 33 km with a phase delay of about 90◦. For TS-3, TS-4, and423

TS-5, maximum correlations are observed at wavelengths of 9, 2.5, and 50 km, respec-424

tively. Corresponding phase delays are 50◦, 20◦, and −30◦. The Table 2 lists the values425

of wavelength of dominant IW, phase delay, MTF amplitude, corresponding to the max-426

imum values of γ2 which exceed confidential level for all considered cases.427

Figure 17 summarizes the derived MTF magnitudes depending on the IW wavenum-428

ber, Figure 17a, and wind speed, 17b. MTF magnitudes exhibit some growing trend with429

increasing wavenumber, until about K < 10−4 1/m, reaching a constant value for larger430

K. MTF amplitudes more clearly decrease with increasing wind speed, Figure 17b. Such431

wind trend is anticipated and was reported in earlier studies (e.g. Equation 3 in (Kudryavtsev432
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Figure 16: Columns from left to right: 1) Spectra of SWOT Sσ0(K) (solid blue), RIM-
simulated Sσ0(K) (dotted blue) and SD(K) (flame); 2) Spectra of coherence, γ2 (blue),
and phase shift, ψ, (flame) between variations of the NRCS (Kσ0) and the surface cur-
rents divergence (D); 3) Spectra of coherence, γ2 (blue), and phase shift, ψ, (flame) be-
tween Kσ0 observed by SWOT and Kσ0 simulated using RIM; 4) Ratio of SWOT to RIM
spectral amplitudes of Kσ0 defined as γ(SSWOT

σ0 /SRIM
σ0 )1/2 where γ is SWOT-RIM coher-

ence. Green lines in the second and third columns indicate confidential level for coherence
γ295% = 0.63. Blue and red circles indicate values of co-spectral characteristics for which
the coherence exceeds the confidence level.
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Figure 17: Magnitudes of NRSC-IWs MTF, |Mσ0|, Equation 17, as a function of
wavenumber (a), wind speed (b) and dimensionless parameter k2RU

2
10/gK (c). Symbols,-

circles, triangles, stars, squares, and diamond, correspond to spectral estimates of TS1–
TS7 in Figure 16 respectively whose γ2 exceeds γ295%. Lines are RIM simulations of
|Mσ0|. Color coding for the symbols and curves is specified in the legend.

et al., 2012)). As an attempt, MTF estimates may be compared to a dimensionless vari-433

ables. As a dimensionless variable, we consider the ratio between the IW wavelength,434

1/K and the wind waves relaxation scale, l ∝ 1/(βk), where β ∝ (U2
10/c

2) is the wind435

waves growth rate, k and c are wavenumber and phase velocity of a surface wave. Tak-436

ing the SWOT radar wavenumber kR as a typical scale for the upper bound of the wavenum-437

ber interval of short wind waves, whose MSS parameters control the sea surface NRCS438

(see Equation 7), the dimensionless parameter becomes βk/K ∝ k2RU
2
10/(gK). MFT439

magnitudes as a function of this parameter are presented Figure 17c. The use of this di-440

mensionless variable does not lead to significant improvements. This suggests that an441

additional information is likely needed. To first order, the angle between the wind di-442

rection and IW propagation can be suggested to play an important role. Nevertheless,443

a first guess to fit MTF data is444

|Mσ0| = 102.74±1.25

(
k2RU

2
10

gK

)−0.31±0.13

, (19)

which provides the order of expected NRCS variations caused by IW (black line in Fig-445

ure 17c).446

4.2.3 Radar Imaging Model447

To further investigate and quantify SWOT NRCS contrasts, the radar imaging model448

(RIM) suggested by Kudryavtsev et al. (2005) and Johannessen et al. (2005) is consid-449

ered. Within the RIM framework, MSS contrasts induced by IW read450

K̂s(K) =

∫ ∫
k<kd

T (k,K)B(k)dϕd ln k∫ ∫
k<kd

B(k)dϕd ln k
(20)

where T (k,K) is a spectral transfer function, B(k) is the surface wave saturation spec-451

trum, k is the surface wave wavenumber vector, k and ϕ its module and direction. The452

spectral transfer function T (k,K) is related to the spectral MTF used in the present work453

as follows: T (k,K) = M(k,K)D̂(K). In RIM, the spectral transfer function T (k,K)454

is given by Equation 48 in (Kudryavtsev et al., 2005). When applied to MSS modula-455

tions, this equation can be simplified and rewritten in terms of spectral MTF as:456

M(k,K) =
τΩ/ω

1 + ir

[
mk cos

2 ϕ+
cwb

B(k)

∫ ∫
k′< k

10

mk cos
2 ϕ

1 + ir
Bdϕd ln k′

]
(21)
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where r is a relaxation parameter defined by r = (τΩ/ω)(cosϕcg/C−1), cg is the wave457

group velocity, τ is dimensionless relaxation time, see Equation (42) in (Kudryavtsev et458

al., 2005), mk(k) = d ln(N(k))/d ln(k) is the spectral wavenumber exponent, with N(k)459

the wave action spectrum, and cwb = 1.44 is a model constant. The first term on the460

right side of Equation 21 describes spectral modulations caused by the direct interac-461

tion of waves with varying surface currents. The second term describes the mechanism462

of cascade modulations of short waves, associated with sea surface mechanical distur-463

bances caused by modulations of breaking of longer wind waves. The spectral MTF is464

explicitly dependent on the angle between the wind and IW directions through the pa-465

rameter r in the denominator of Equation 21. Referring to this equation, modulations466

caused by IWs are maximum in the spectral range for which a group resonance between467

surface and internal waves occurs, i.e. the condition cosϕcg/C − 1 = 0 is satisfied.468

To calculate the Fourier component of MSS contrasts using Equation 21 with T (k,K) =469

M(k,K)D̂(K), it is necessary to specify the input parameters: surface current, which470

appear in Equation 9 as Fourier harmonic of the surface current divergence (D̂); IW wavenum-471

ber (frequency and phase speed follow from dispersion relation); wind speed and wind472

direction relative to the IW direction; and inverse wave age (U10/c) of the spectral peak473

of wind waves. In this work, the latter is taken equal to 1. Other parameters required474

to perform calculations, i.e. the background spectrum B(k), wavenumber exponent mk(k)475

and relaxation time τ , are coming from the solution of the background RIM model, de-476

tailed in (Kudryavtsev et al., 2005) and not repeated here.477

To compare the RIM results with the observed Kσ0 (which is related to Ks through478

Equation 21), SWOT SSHA estimates are converted to the surface current velocity di-479

vergence using Equation 2. Other required input parameters are specified as: incidence480

angle is set to 2◦ (the middle of each swath); radar wavelength to 8 mm (Ka band); wind481

speed as the along-transect averaged wind; phase velocity (and frequency) of IWs cal-482

culated using the dispersion relation for each Fourier harmonic in wavenumber space,483

the superposition of which describing variations in IW-related variables in physical space.484

Input parameters used in RIM simulations are listed in the Table 1.485

RIM results are shown on Figures 11f, 12f, 13f, 14f, and 15f. While the general shape486

of RIM-simulated NRCS contrasts is similar to observed ones, suggesting they are well487

phase-synchronized, apparent discrepancies are found for the amplitude of Kσ0. For TS-488

1, Figure 11f, the RIM-simulated amplitude Kσ0 matches observations over regions where489

SWOT shows low Kσ0 modulations. But, over areas where SWOT indicates high Kσ0490

amplitudes, RIM simulations underestimate the observed amplitudes. Discrepancies are491

also evident in TS-3, single explosives in Figure 13f, TS-4 Figure 14f, and TS-5, long ex-492

plosives detected in Figure 15f, where RIM model seemingly overestimates SWOT ob-493

servations for the strongest oscillations caused by IW. These discrepancies may be ex-494

plained either by uncertainty in the low wind speed/direction estimates and/or by the495

calibration of the SWOT products, but also RIM imperfections.496

Relationships between the RIM simulations and the SWOT observations of IW-497

induced NRCS contrasts, from their cross-spectral analysis, are presented in the third498

column of Figure 16. A high level of coherence (exceeding the confidence level γ295% =499

0.63) between RIM and SWOT Kσ0 is obtained in the same range of IW wavenumbers500

for which a high correlation between SWOT Kσ0(x) and D(x) occurs (compare γ2 in the501

second and third columns of Figure 16). The phase shift between the RIM and SWOT502

Kσ0(x) is noticeable, but it is within the 95% confidence interval of the phase estimate.503

The last column in Figure 16 shows the ratio of observed spectral amplitudes of Kσ0 to504

RIM ones, defined as γ(SSWOT
σ /SRIM

σ )1/2 for γ > γ95%. These values quantify how ac-505

ceptable is RIM to simulate SWOT observations. Besides the TS-1 case, RIM is satis-506

fying.507
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RIM estimates of the spectral MTF are shown Figure 17a as function of IW wavenum-508

ber, and Figure 17c, as function of dimensionless parameter k2RU
2
10/(gK). From this Fig-509

ure, RIM simulations lead to varying curves in relative agreement with the data spread.510

Representing RIM simulations in dimensionless variables, Figure 17c, does not reduce511

this observed spread. It suggests that IWs signatures in SWOT NRCS are a multifac-512

tor process that cannot be described using a simple combination of input parameters,513

as done in Figure 17. The use of simplified physically based radar imaging models, such514

as RIM, may thus be preferable to the analysis and interpretation of SWOT observa-515

tions rather than the use of ad hoc empirical models.516

4.2.4 RIM predictions517

SWOT observations reported here, although limited, indicate that the magnitudes518

of IW-induced NRCS modulations can greatly vary depending on wave parameters and519

environmental conditions. RIM is then derived for different wind speeds, from 2 m/s to520

20 m/s, wind direction relative to IW propagation direction, from 0◦ to 180◦, and IW521

wavenumber. For these calculations, the IW dispersion relation is specified in the form522

shown Figure 4.523

Results are shown Figure 18, in terms of the MTF, Equation 21, for the sea sur-524

face MSS in the wavenumber range k < 1/4kR. A main feature is an apparent strong525

dependency on azimuth, with maximum values when IWs propagate in the wind direc-526

tion. This behavior is related to the resonance between surface and internal waves in the527

spectral interval of wind waves for which the wave group velocities can coincide with the528

IW phase velocity (cg = C in denominator of Equation 21). Consequently, wave-spectrum529

modulations in this interval are amplified, leading to enhanced MSS modulations. The530

resonance efficiency is also dependent on the wind speed, which determines the relax-531

ation time τ ∝ c2/U2
10. As the wind increases, the resonance is suppressed, as well as532

modulations in other spectral intervals which are proportional to τ , Equation 21. This533

general feature of MSS modulations is well expressed in Figure 18. In addition, the re-534

laxation time multiplied by the frequency of IW, leads to the fact that MSS modulations535

strongly depend on the IW wavelength, also clearly obtained in Figure 18. At small val-536

ues of τ , the wave spectrum increases in regions of the surface currents convergence, lead-537

ing to a coincident increase in the MSS. Such MSS features, inverted for the NRCS mod-538

ulations, have already been noted in the analysis of SWOT measurements.539

5 Conclusion540

This paper provides new insights about internal waves (IWs) off the Amazon shelf541

using high-resolution data from the Surface Water and Ocean Topography (SWOT) mis-542

sion, showcasing the KaRIn instrument ability to capture and quantify sub-mesoscale543

oceanic processes. Thanks to these newly available 2D altimeter fields, IW patterns can544

be clearly identified, extending beyond the Amazon shelf. Distinct periodic signatures545

are found, characterized by wavelengths ranging from 3 to 50 km and sea surface height546

anomalies (SSHA) ranging from several to about 20 centimeters.547

A three-layer approximation to describe the ocean stratification is employed to re-548

construct IW induced vertical motions from SWOT SSHA estimates. Within this frame-549

work, analytical expressions for the IW dispersion and orbital velocities are obtained.550

Using the pressure continuity at the sea surface, observed SSHA are also converted to551

estimate thermocline displacements caused by these IWs. As found, thermocline oscil-552

lations reach 80 m amplitudes. SWOT observations can thus uniquely inform about the553

ocean interior state, to more precisely evaluate the IW energy and its distribution over554

depth.555

–22–



manuscript submitted to JGR: Oceans

Figure 18: Modulation transfer function (MTF) for the sea surface MSS predicted by
RIM, Equation 21 with T (k,K) = M(k,K)D̂(K), for IW with wavelengths of 50 km
(a), 25 km (b), 10 km (c), 5 km (d), 3 km (e), and 1 km (f), in the wind speeds range
from 2m/s to 20 m/s, and different wind directions relative to IW propagation, φ

IW
− φw,

varying from 0 to 180 degrees.

SWOT SSHA estimates are further enriched by coincident ocean near-nadir nor-556

malized radar cross section (NRCS) measurements. For IWs, this provides a unique op-557

portunity to study the mechanisms leading to measurable surface roughness modulations.558

SWOT SSHAs, converted to surface current velocity using fundamental dynamic laws,559

indeed provide necessary surface parameters to study wind wave and associated mean560

square slope of the sea surface (MSS) hydrodynamic modulations, and corresponding SWOT561

NRCS ones.562

SWOT data are then analyzed in terms of a modulation transfer function (MTF),563

relating the SWOT NRCS contrasts to the divergence of the IW surface currents, nor-564

malized by the IW frequency derived from SWOT SSHAs. Obtained MTFs quantify the565

relationship between the NRCS contrasts, the amplitude and wavenumber of IWs, but566

also the local wind speed. Results clearly emphasize the significant role of wind speed567

and its direction (relative to IW propagation) to interpret NRCS modulations, with lower568

wind speeds enhancing the NRCS contrasts, facilitating the detection of IW features.569

The Radar imaging model (RIM) is further tested. Overall, RIM is capable to re-570

produce the observed IW-induced NRCS contrasts and their dependence on IW wave-571

length, wind speed and direction. Accordingly, RIM is suggested to be a robust tool to572

analyze near-nadir SWOT NRCS data. RIM is used to estimate sea surface MSS con-573

trasts, and thus NRCS SWOT ones, caused by IWs over a wide range of wind conditions574

and IW wavelengths. In different wind speeds, maximum MSS contrasts occur when IWs575

propagate in the wind direction. This condition provides resonance between surface and576

internal waves, leading to the appearance of periodic zones with strong enhancement -577

suppression of surface roughness.578

The implications of these investigations extend beyond the Amazon shelf. IWs play579

a vital role in ocean mixing, energy transfer, and nutrient transport, all crucial for un-580

derstanding broader oceanographic and climatic processes. Resolving IW characteris-581

tics with unprecedented details, SWOT demonstrates its capability to advance our knowl-582
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edge of these phenomena, particularly in regions where in-situ measurements are lim-583

ited. Moreover, lessons gained from SWOT can enhance the RIM formulation, enabling584

a more quantitative interpretation of optical and traditional off-nadir synthetic aperture585

radar (SAR) observations, as well as future bi-static NRCS and Doppler measurements586

from the ESA EE10 Harmony SAR mission.587

Data Availability588

The data supporting reported results are extracted as following: SWOT Unsmoothed589

L2 and L3 CalVal data https://aviso-data-center.cnes.fr/ (accessed on 25 July590

2024); Multi Observation Global Ocean 3D Temperature Salinity Height Geostrophic Cur-591
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Appendix A IW Description: Three-Layer Stratification Approxima-600

tion601

The governing equation describing IW dynamics in the stratified ocean reads (Gill,602

1982)603

∂2Ŵ

∂z2
+K2N

2 − Ω2

Ω2
Ŵ = 0, (A1)

where Ŵ (z) is the Fourier amplitude of the vertical velocity, which is a function of z.604

K and Ω are IW wavenumber and frequency, N(z) is the Brunt-Väisälä frequency. In605

Equation A1, we assumed that the IW frequency significantly exceeds the inertial fre-606

quency: Ω >> f . In the tree-layer approximation of ocean stratification, introduced607

in Section 3.1, the Brunt-Väisälä frequencies in seasonal and the main pycnoclines are608

constant and equal to N1 and N2, respectively). For the abyssal pycnocline, N3 = 0.609

The general solution of Equation A1 in each of the layers reads:610

Ŵj(z) = A1j exp

iK
√
N2

j − Ω2

Ω
z

+A2j exp

−iK

√
N2

j − Ω2

Ω
z

. (A2)

where the index “j” refers to the layer number in the three-layer approximation, and A1j611

and A2j are constants that should be defined. The boundary conditions ensure conti-612

nuity of vertical velocity and its derivative across the layer interfaces as well as zeroing613

of Ŵ on the surface and on the bottom are:614

Ŵ1 = 0, at z = 0

Ŵ1 = Ŵ2 and ∂Ŵ1/∂z = ∂Ŵ2/∂z, at z = d1

Ŵ2 = Ŵ3 and ∂Ŵ2/∂z = ∂Ŵ3/∂z, at z = d2

Ŵ3 = 0, at z = H

. (A3)

where d1 and d2 are the depths of the lower boundary of the seasonal and the main py-615

cnoclines respectively, H is the bottom depth.616
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First, we define profile of vertical velocity which corresponds to SSHA observed by617

SWOT. Relationship between the Fourier component of SSHA and gradient of vertical618

velocity amplitude at z = 0 is given by Equation 2, which can be rewritten as619

∂Ŵ1

∂z
= −igΩ

C2
ĥ(K) (A4)

In order to reconstruct IW-induced undulations of the ocean layers which are manifested620

on the ocean surface as the surface height anomalies detectable by SWOT, Equation A4621

should be taken into account together with boundary conditions Equation A3. Then the622

general solution A2 being applied to the boundary conditions A3 and A4 results in the623

following profile of vertical velocity in three-layer stratified ocean:624

Ŵ1

A
= sin (µ1Kz) . (A5)

Ŵ2

A
=

{
w0 sinh

(
Kµ22(z − d1) + φ1

)
, if Ω2 ≥ N2

2 ,

w0 sin
(
Kµ21(z − d1) + φ2

)
, if Ω2 < N2

2 .
(A6)

Ŵ3 = Ŵ2(d2)
sinh [K (H − z)]

sinh [K (H − d2)]
(A7)

where A is a scale of vertical velocity related to SSHA via Equation A4 and equal to625

A = −i g
C

Ω√
N2

1 − Ω2
ĥ. (A8)

µ2
1 = (N2

1 − Ω2)/Ω, µ2
21 = (N2

2 − Ω2)/Ω, and µ2
22 = (Ω2 −N2

2 )/Ω
2, w0 is dimension-626

less amplitude of vertical velocity:627

w0 =


[
− sin2(Kµ1d1) +

(
µ1

µ22

)2

cos2(Kµ1d1)

]1/2
if Ω2 ≥ N2

2 ,[
sin2(Kµ1d1) +

(
µ1

µ21

)2

cos2(Kµ1d1)

]1/2
if Ω2 < N2

2 .

(A9)

and phases φ1 and φ2 are defined as:628

tanhφ1 = (µ22/µ1) tan (Kµ1d1) , (A10)

629

tanφ2 = (µ21/µ1) tan (Kµ1d1) , (A11)

The dispersion equation for IWs, connecting Ω and K, is found by substituting the630

general solution A2 into the boundary conditions A3, resulting in a system of six alge-631

braic equations. A nontrivial solution to this system of equations exists when the deter-632

minant of the system is equal to zero, which gives the dispersion relation for IWs. Omit-633

ting simple algebraic transformations, the final expression for the dispersion relation reads:634

sin (Kµ1d1 + φ3) = 0, if Ω2 ≥ N2
2 ,

sin (Kµ1d1 + φ4) = 0, if Ω2 < N2
2 ,

(A12)

so, as a result for the nth mode of IWs, we get to635

Kµ1d1 + φ3 = nπ, if Ω2 ≥ N2
2 ,

Kµ1d1 + φ4 = nπ, if Ω2 < N2
2 .

(A13)

In Equations A5–A13, φ3 and φ4, are respectively as following:636

–25–



manuscript submitted to JGR: Oceans

tanφ3 = (µ1/µ22) tanh [Kµ22 (d2 − d1) + φ] , (A14)

tanφ4 = (µ1/µ21) tan [Kµ21 (d2 − d1) + φ] , (A15)

where, φ is defined as637 tanhφ = µ22 tanh [K (H − d2)] , if Ω2 ≥ N2
2 ,

tanφ = µ21 tanh [K (H − d2)] , if Ω2 < N2
2 .

(A16)

Solutions (A5) – (A7) for vertical velocity, and (A13) for dispersion relation, provide,638

a three-layered approximation model, describing the vertical motions caused by the IWs639

in the stratified ocean, which is used in the analysis described in Sections 3.2 and 4.640
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