
1.  Introduction
The global ocean represents a major sink of anthropogenic carbon emissions, averaging 2.8 ± 0.4 PgC yr −1 during 
the decade 2011–2020 (26% of total CO2 emissions, Friedlingstein et al., 2022). This estimate is obtained by 
using independent approaches: (a) An ensemble of global ocean biogeochemical models forced by atmospheric 
reanalysis and atmospheric CO2 concentration and (b) an ensemble of observation-based data products using the 
Surface Ocean CO2 Atlas (SOCAT, Bakker et al., 2016). These data are based on interpolations of oceanic CO2 
fugacity measurements, and then corrected for the preindustrial natural carbon outgassing (Regnier et al., 2022). 
These model- and data-based estimates, cumulated in time, are compared to estimates of changes in ocean carbon 
inventories based on hydrographic campaign (Gruber et  al.,  2019). Both approaches (a) and (b) have inher-
ent uncertainties due to, for example, sparse coverage of oceanic CO2 measurements (e.g., Olivier et al., 2022; 
Walker Brown et al., 2015) or the representation of unresolved processes in the numerical models. However, even 
a perfect agreement between these complementary approaches would hide uncertainties due to the consideration 
of oceanic variables (e.g., temperature, salinity, dissolved carbon concentrations) at a depth of one to several 
meters and not at the ocean interface. In situ CO2 fugacity (or effective partial pressure) measurements are from 

Abstract  The ocean skin is composed of thin interfacial microlayers of temperature and mass of less 
than 1 mm where heat and chemical exchanges are controlled by molecular diffusion. It is characterized by a 
cooling of ∼−0.2 K and an increase in salinity of ∼0.1 g/kg (absolute salinity) relative to the water below. A 
surface observation-based air-sea CO2 flux estimate considering the variation of the CO2 concentration in these 
microlayers has been shown to lead to an increase in the global ocean sink of the anthropogenic CO2 by +0.4 
PgC yr −1 (15% of the global sink). This study analyzes this effect in more details using a 15-year (2000–2014) 
simulation from an Earth System Model (ESM) that incorporates a physical representation of the ocean surface 
layers (diurnal warm layer and rain lenses) and microlayers. Results show that considering the microlayers 
increases the simulated global ocean carbon sink by +0.26 to +0.37 PgC yr −1 depending on assumptions on 
the chemical equilibrium. This is indeed about 15% of the global sink (2.04 PgC yr −1) simulated by the ESM. 
However, enabling the ocean skin adjustment to feedback on ocean carbon concentrations reduces this increase 
to only +0.13 (±0.09) PgC y −1. Coupled models underestimate the ocean carbon sink by ∼5% if the ocean skin 
effect is not included.

Plain Language Summary  The ocean skin is a thin layer of less than a millimeter that is in contact 
with the atmosphere, where the heat and chemical exchanges are controlled by molecular diffusion. It typically 
corresponds to a temperature at the ocean interface that is cooler by −0.2 K than the water at a depth of a 
millimeter. It also corresponds to a salinity that is slightly higher at the interface. Taking into account these 
temperature and salinity changes in this thin layer can change calculations of the global ocean carbon sink 
substantially. We use a global Earth System Model including a representation of the ocean skin to study this 
impact. We found an increase of 15% in the simulated global ocean carbon sink. This is consistent with past 
studies. Enabling the flux to feedback on the ocean carbon concentration significantly reduces its impact. We 
conclude by discussing the uncertainties in the global ocean carbon sink associated with the formulation of the 
carbon flux and the representation of the ocean skin.
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ships and to a lesser extent from moorings, both of which typically measure water characteristics at 1–5 m depth. 
In models, temperature (T), salinity (S) and the CO2 partial pressure computed from alkalinity (Alk) and dissolved 
inorganic carbon (DIC) are mean values from the model's upper level that is typically 1–2 m but can be of 10 m 
in some Earth System Model (ESM) configurations. Yet, there can be substantial changes in T, S, Alk, and DIC 
within the first tens of centimeters (e.g., Ho & Schanze, 2020).

Under the stabilizing effect of solar radiation or rain, a thin stratification of a few tenths of meters to a few meters 
can form at the ocean interface. Diurnal warm layers correspond to a temperature increase near the ocean surface 
during daylight when the wind is weak and sky is clear (e.g., Soloviev & Lukas, 2014; Stommel et al., 1969). 
They are particularly frequent in the tropics but can also be strong and frequent in high latitudes during the 
summer (Bellenger & Duvel, 2009; Kawai & Wada, 2007; Stuart-Menteth et al., 2003). On the other hand, fresh-
ening by rain can lead to the formation of stable fresh and often colder lenses (e.g., Katsaros & Buettner, 1969; 
Moulin et  al.,  2021; Reverdin et  al.,  2012) that can correspond to a decrease down to −9  g/kg and −1.5  K 
(Reverdin et al., 2020). Rain lenses are frequent in the tropics where the precipitation rate is high and the wind 
speed is low (e.g., Drushka et al., 2016; Moulin et al., 2021) but they can also occur at higher latitudes (Supply 
et al., 2020; Ten Doeschate et al., 2019). In addition, vertical gradients in temperature and salinity exist in the 
viscous boundary microlayer that typically extends within the first millimeter of the ocean and constitutes the 
Temperature Boundary Layer (TBL) and the Mass Boundary Layer (MBL), which are the diffusive microlayers 
for temperature and salinity respectively (Figure 1). Saunders (1967) first described the physics of these layers in 
which the temperature and salinity gradients are controlled by sensible and latent heat fluxes and infrared radia-
tion at the interface and by molecular and turbulent diffusion in the ocean. Most of the time, this leads to a cool 
skin of around −0.2 K to −0.3 K (Fairall et al., 1996) and to an increase in salinity of about 0.1 g/kg (Yu, 2010; 
Zhang & Cai, 2007; Zhang & Zhang, 2012), but the ocean skin can lead to cooler and fresher microlayers under 
rain conditions (Schlüssel et al., 1997; Soloviev & Lukas, 2014).

It has been suggested that thermohaline stratification in the first meters of the ocean impacts CO2 exchange at the 
ocean interface. Diurnal warming tends to increase ocean outgassing (Ward et al., 2004). On the contrary, rain 
has been shown to have multiple effects such as increasing the gas transfer velocity either in or out of the ocean 
by enhancing near-surface turbulence and bubbles (Ho et al., 1997), increasing the carbon sink through dilution 
in the first meter of the ocean (Ho & Schanze, 2020; Turk et al., 2020). Note that freshening by sea-ice melt and 
river runoff in coastal regions can also impact near surface stratification and thus CO2 fluxes by lowering the 
water-side CO2 concentration (e.g., Dong et al., 2021; Miller et al., 2019), but these processes will not be exam-
ined in this study.

Air-sea CO2 exchange occurs in the ubiquitous microlayer described above (e.g., Liss & Slater, 1974), and 
the temperature change across it has been suggested to be important. Robertson and Watson  (1992) first 
suggested that the cool skin increases the global ocean carbon sink by +0.6 PgC yr-1 (positive flux down-
ward) at atmospheric pCO2 of 350 μatm. This estimate was then revised to +0.4 PgC yr −1 by taking into 
account sub-monthly wind variability (Van Scoy et al., 1995). Woods et al. (2014) showed that this estimate 
is dependent on the simplified formula used to diagnose the temperature difference across the microlayer 
and suggested that the previous estimates are overestimated. There has been some debate about whether 
one should consider the gross cool skin effect in the computation of the CO2 fluxes as is the case in the 
above-cited studies. Indeed, as discussed in Bolin (1960), diffusion across the ocean Mass Boundary Layer 
(MBL) is the process that limits the rate at which CO2 is exchanged between the atmosphere and the ocean. 
Due to the higher water molecular diffusion rate for heat than for mass (e.g., Saunders, 1967), the MBL is 
only a fraction of the TBL. From this, McGillis and Wanninkhof (2006) argued that the cool skin adjustment 
on CO2 flux depends on the temperature difference across the MBL. Because this difference is a fraction of 
the total cool skin, they predict a weak CO2 flux adjustment assuming a linear temperature profile in the TBL. 
Based on these considerations, Zhang and Cai (2007) estimated that the cool skin effect on CO2 flux is about 
+0.05 PgC yr −1 and largely compensated by the increase in salinity in the MBL. However, they only consider 
the change in solubility associated with changes in temperature and salinity and not on the interfacial CO2 
concentration (see the discussion in Woolf et al. (2016)). Using a uniform −0.14 K temperature and a +0.1 g/
kg salinity difference between the sub-skin and the interface, Woolf et  al.  (2016) estimate an increase of 
global ocean sink to be roughly +0.34 Pg C yr −1. Using SOCAT-based product, and taking constant temper-
ature and salinity differences in the ocean skin of −0.17 K and 0.1 g/kg, Watson et al. (2020) found a mean 
increase of ocean sink of +0.4 Pg C yr −1 for 1992–2018. Using monthly mean surface meteorology from 
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Figure 1.  Schematic of (a) temperature (red) and salinity (blue) profiles below the ocean-atmosphere interface and within the 
first level of the ocean model of depth h = 1 m (central depth h/2 = 0.5 m) for a typical daylight situation and (b) water CO2 
concentration profile ([CO2aq]w, orange) and interfacial CO2 concentrations ([CO2aq]i, green) corresponding to T and S taken 
at different depth from (a). Starting from the ocean interface, there is an increase in temperature with increasing depth down 
to the base of the Thermal Boundary Layer (TBL). This is the ocean's “cool skin”. Then the temperature decreases with depth 
within the first meter due to a warm layer formation (in this case, the diurnal warming is less than the cool skin effect). There 
is a decrease with increasing depth for salinity, mostly within the Mass Boundary Layer (MBL) due to surface evaporation at 
the interface. The characteristics of the TBL and the MBL reflect the characteristics of molecular diffusion. Because species 
or mass diffusion is weaker than heat diffusion, the TBL is thicker than the MBL. The TBL is typically 0.5–1 mm thick 
and the MBL is typically 1/10th of TBL (1/5th in our simulation). A linear profile in temperature is assumed in the TBL to 
deduce TMBL (see text for details). Dashed profiles represent the constant corrections that are applied to Th/2 and Sh/2 to obtain 
TWat and SWat following Watson et al. (2020). Color arrows in (b) represent a subset of CO2 fluxes from table 1 corresponding 
to T and S profiles from (a). [CO2aq]i is mainly a decreasing function of T whereas [CO2aq]w is an increasing function of T and 
S (see Appendix A). The black arrow represents the classical bulk flux (F), the red arrow represents the flux computed using 
the “equilibrium model” assumption (FMBL), the blue arrows represent the flux using the “rapid model” assumption with an 
interactive ocean skin (FTBL, blue) or a uniform one (FWat, light blue).
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ERA5 to compute the cool skin effect from Fairall et al. (1996), Dong et al. (2022) also found a comparable 
increase due to the cool skin effect of about 0.39 Pg C yr −1 for 1982–2020 without taking into account the 
competing MBL salinity gradient effect.

Note that, according to Watson et al. (2020), another correction has to be made to the SOCAT data because the 
measured CO2 concentrations correspond to a depth of 1 m or more. They used satellite sub-skin temperature 
estimates (Banzon et al., 2016) to determine the waterside CO2 concentration and found an additional increase 
in the flux of +0.4 PgC yr −1 for 1992–2018. Note that the Watson et al.  (2020) estimate in the latest global 
carbon budget (Friedlingstein et al., 2022) used a new version of the SST satellite product (OISSTv2.1, Merchant 
et al., 2019) that corrected a cool bias present in the former version of this SST product (OISSTv2.0), but it 
remains an outlier among the other estimates. Using buoy SST as reference, Dong et al. (2022) found a warm bias 
in SOCAT SST which impact is +0.19 PgC yr −1 on the average for 1982–2020. Acknowledging the remaining 
substantial uncertainty around the river flux adjustment, the CO2 sink increases due to the taking into account 
of the cool skin and warm bias correction appears to be able to reconcile the SOCAT-based estimates with the 
independent Gruber et al. (2019) 1994–2007 ocean sink estimate (Dong et al., 2022; Watson et al., 2020).

Previous evaluations of the impact of the diffusive microlayer on carbon exchanges were off-line diagnos-
tics based on observations with limitations in terms of spatiotemporal coverage (Dong et al., 2022; Robertson 
& Watson, 1992; Shutler et al., 2020; Van Scoy et al., 1995; Watson et al., 2020; Woods et al., 2014; Woolf 
et al., 2016; Zhang & Cai, 2007). Furthermore, some of the studies used monthly-averaged of surface winds or 
idealized wind distributions to compute the CO2 transfer velocity and most assumed constant and homogeneous 
temperature and salinity differences across the diffusive layers. To overcome the issue of diverse and limited data 
in time and space to compute global air-sea CO2 fluxes, we use the coherent, although imperfect, set of variables 
from a coupled climate model (IPSL-CM6, Boucher et al., 2020). Further, to assess the necessity of taking into 
account the near-surface vertical gradients in ocean temperature and salinity, the Bellenger et al. (2017) param-
eterization that represents the near ocean surface temperature and salinity profiles (in the microlayer and below) 
that are not resolved by the ocean model is included in IPSL-CM6. Air-sea CO2 fluxes are then diagnosed using a 
range of expressions from past literature to illustrate the necessity of a physically based and interactive diagnostic 
of the ocean surface layers in computing these fluxes.

The next section presents the design of the sensitivity experiments and the analysis tool used in this study, 
Section 3 contains the main results, and Section 4 discusses the uncertainties.

Simulation CO2 fluxes [CO2aq]i = K0pCO2 atm [CO2aq]w

Global CO2 sink  
(Pg C yr −1)

CO2 sink increase 
(Pg C yr −1)

DIAG F (prognostic) Th/2, Sh/2 Th/2, Sh/2 +2.04 (0.09) –

FMBL (diagnostic) Tint, Sint TMBL, SMBL +2.42 (0.09) +0.37 (7.10 − 3)

FTBL (diagnostic) Tint, Sint TTBL, STBL = SMBL +2.31 (0.09) +0.26 (5.10 − 3)

FWat (diagnostic) Th/2 − 0.17, Sh/2 + 0.1 Th/2, Sh/2 +2.38 (0.1) +0.33 (8.10 − 3)

FskinM (diagnostic) Th/2 + Tint − TTBL Th/2 + TMBL − TTBL +2.44 (0.09) +0.39 (8.10 − 3)

Sh/2 + Sint − SMBL Sh/2

FskinT (diagnostic) Th/2 + Tint − TTBL Th/2, Sh/2 +2.33 (0.09) +0.28 (5.10 − 3)

Sh/2 + Sint − SMBL

FnoS (diagnostic) Tint, SMBL TMBL, SMBL +2.44 (0.09) +0.39 (8.10 − 3)

CPL FMBL(prognostic) Tint, Sint TMBL, SMBL +2.18 (0.1) +0.13 (0.09)

Note. This table gathers information on the two simulations that are presented in this study and the details of the different 
CO2 prognostic fluxes used interactively to compute the carbon cycle in the model. The other fluxes are only diagnostic. 
Temperature and salinity that are used to compute the different terms of the CO2 fluxes are reported. The subscripts 
correspond to the level at which the temperature and salinity are considered (see Figure 1a). The table also provides for 
the different fluxes the mean values of 2000–2014 annual global carbon sink (Pg C yr −1, second last column) and of the 
difference compared to the basic flux F (last column), the corresponding year-to-year standard deviations are provided in 
parenthesis (no detrending applied).

Table 1 
Simulations and CO2 Fluxes Calculation Details and Overall Results
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2.  Approach and Methods
2.1.  Earth System Model

The Institut Pierre-Simon Laplace Coupled Model Version 6.1, Low Resolution (IPSL-CM6A-LR) was used in 
this study, and details of the model and its evaluation can be found in Boucher et al. (2020). IPSL-CM6A-LR 
will be referred to as IPSL-CM6 in the following. Here, we only describe the model components and parameter-
izations that are important for our study. The atmospheric (LMDZ, Hourdin et al., 2019) and oceanic (NEMO, 
Madec et al., 2017) components exchange energy, water and carbon and are coupled every 90 min. The atmos-
pheric model configuration has a horizontal resolution of 2.5° × 1.5° and the ocean resolution is 1° × 1°. The 
ocean model configuration has a non-uniform vertical resolution that increases from 1 m at the surface to 10 m 
at 100 m depth and 200 m at the bottom. The ocean model includes the biogeochemical model NEMO-PISCES 
(Aumont et al., 2015), representing, in particular, the ocean carbon cycle and including both its inorganic and 
organic parts and their respective influences on the seawater concentrations of dissolved inorganic carbon (DIC) 
and alkalinity (Alk). The model salinity is absolute salinity in g/kg and so are the results presented here.

2.2.  The Ocean Skin Parameterization

Figure  1a schematically represents the vertical temperature and salinity profiles that occur within the ocean 
model first layer and that are parameterized following Bellenger et al. (2017) that is available online (see data 
availability section). Figure 1a also provides the notations for the different depths that will be considered in this 
study, namely at the interface (int subscript) at the base of the MBL and TBL (MBL and TBL subscripts), and at 
the middle of the ocean model first level (h/2 subscript, with h the depth of the ocean model first level).

The ocean skin parameterization from Bellenger et al. (2017) used here is based on Saunders (1967). It computes 
differences in temperature and salinity between the interface and the bases of the TBL and MBL (Figure 1a). 
The parameterization assumes that the TBL and MBL depth are proportional to each other and proportional to 
the kinematic viscosity divided by the water-side friction velocity. This friction velocity is a function of surface 
fluxes of heat, radiation and momentum. The dependence of the Saunders proportional parameter on the turbu-
lence regime is taken into account following Fairall et al. (1996). In addition, the stabilizing (freshening) and 
increased turbulence due to rain are also taken into account as detailed in Schlüssel et al.  (1997). From this, 
the differences in temperature and salinity across the TBL and MBL (𝐴𝐴 𝐴𝐴Int − 𝑇𝑇TBL and 𝐴𝐴 𝐴𝐴Int − 𝑆𝑆MBL ) and the TBL 
and MBL depths (zTBL and zMBL) are computed at each time step (see implementation details below). Note that 
because thermal diffusivity is larger than the diffusivity of salt, zTBL is larger than zMBL. The temperature at the 
base of the MBL is deduced assuming a linear temperature profile within the TBL from zMBL and zTBL.

The Bellenger et al. (2017) parameterization further diagnoses the differences in temperature and salinity between 
the base of the TBL/MBL and the ocean model first level at h/2 depth (Figure 1a). This part of the parameteri-
zation is an extension of Zeng and Beljaars (2005) that was originally limited to represent temperature increase 
with diurnal warming. Bellenger et al.  (2017) extended it to salinity variations to allow negative temperature 
anomalies associated with rain. The one-dimensional heat and salinity budgets are integrated between a given 
depth d and the base of the microlayer assuming a temperature profile of the form:

𝑇𝑇TBL − 𝑇𝑇 (𝑧𝑧) =

[

(𝑧𝑧 + 𝑧𝑧TBL)

−𝑑𝑑 + 𝑧𝑧TBL

]𝜈𝜈

(𝑇𝑇TBL − 𝑇𝑇𝑑𝑑)� (1)

With z being the depth (negative), Td is the mixed layer temperature corresponding to a d = 3 m depth, and 
ν is a shape parameter equal to 0.3 in Zeng and Beljaars  (2005). A similar profile is used for salinity. This 
provides a time evolution of temperature and salinity difference below the microlayer depending on surface fluxes 
(heat and radiative fluxes, momentum flux and rainfall) and vertical mixing that is parameterized in the frame-
work of the Monin-Obukhov similarity theory (Large et al., 1994) and is a function of the same surface fluxes. 
Note that changes in salinity and temperature due to sea-ice melt are not included in the Bellenger et al. (2017) 
parameterization.

Inputs of the Bellenger et al.  (2017) ocean skin parameterization are therefore surface fluxes (heat, radiation, 
rain and momentum) that are computed by the atmospheric component of IPSL-CM6 at each physical time-step. 
Therefore, the ocean skin parameterization is implemented in the atmospheric component and 𝐴𝐴 𝐴𝐴Int − 𝑇𝑇TBL 
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and 𝐴𝐴 𝐴𝐴Int − 𝑆𝑆MBL and 𝐴𝐴 𝐴𝐴TBL − 𝑇𝑇ℎ∕2 and 𝐴𝐴 𝐴𝐴MBL − 𝑆𝑆ℎ∕2 are computed online at each atmospheric physical time-step 
(15 min). Note that the interface temperature is used to compute the turbulent heat fluxes and the upward long-
wave radiation from the ocean surface of the next timestep.

To validate the ocean surface temperature and salinity gradients produced by IPSL-CM6 with the Bellenger 
et al. (2017) parameterization, we compared the distributions of 90 min outputs of our model with outputs of the 
Bellenger et al. (2017) parameterization forced by hourly ERA5 fluxes (Hersbach et al., 2020). The results are 
presented in Section 3.1.

2.3.  Air-Sea CO2 Flux Formulations

The air-sea CO2 flux (F, in mol m −2 s −1, positive downward) can be written as (McGillis & Wanninkhof, 2006):

𝐹𝐹 = 𝑘𝑘𝑤𝑤

√

660∕Sc(𝑇𝑇 )
[[

CO2aq

]

𝑖𝑖
(𝑇𝑇 𝑇 𝑇𝑇) −

[

CO2aq

]

𝑤𝑤
(𝑇𝑇 𝑇 𝑇𝑇𝑇DIC,Alk)

]

�

=𝑘𝑘𝑤𝑤

√

660∕Sc(𝑇𝑇 )
[

𝐾𝐾0(𝑇𝑇 𝑇 𝑇𝑇)pCO2

atm
(𝑇𝑇 𝑇 𝑇𝑇) −

[

CO2aq

]

𝑤𝑤
(𝑇𝑇 𝑇 𝑇𝑇𝑇DIC,Alk)

]

� (2)

where kw is the gas transfer velocity (in m  s −1) depending on the surface wind following Ho et  al.  (2006) 
and Wanninkhof  (2014), Sc is the Schmidt number, [CO2aq]i and [CO2aq]w are the interfacial and waterside 
aqueous CO2 concentrations (in mol m −3). The interfacial CO2 concentration can be written as the product 
of K0, the CO2 aqueous-phase solubility coefficient (a function of temperature and salinity in mol m −3 atm −1, 
Weiss, 1974), and pCO2 atm the CO2 partial pressure (in atm) at the atmosphere interface, which only depends 
on the water vapor saturation pressure that is a function of the interface temperature and salinity (McGillis & 
Wanninkhof,  2006). The aqueous carbon concentration [CO2aq]w is computed by NEMO-PISCES (Aumont 
et al., 2015) from the MOCSY carbonate chemistry set of equations (Orr & Epitalon, 2015) and is a function of 
the T, S, Alk, and DIC. One question is to determine the depths at which T, S, Alk, and DIC should be evaluated 
in the terms of Equation 2. In the standard version of the IPSL-CM6, the air-sea carbon flux is estimated by 
Equation 2 using T, S, Alk, and DIC at h/2. This classical bulk flux calculation is simply noted F (black arrow 
in Figure 1b).

Figure 1b, illustrates how [CO2aq]w and [CO2aq]i vary with T and S taken at different depths for the situation 
depicted in Figure 1a. [CO2aq]w is an increasing function first of S and then of T (see Appendix A and Woolf 
et al., 2016). Below the interface, [CO2aq]w decreases with increasing depth due to the salinity increase in the 
MBL (Figure 1a). Below the MBL base and in the absence of rain, the changes in S are weak and changes in T 
control the changes in [CO2aq]w. Thus, [CO2aq]w increases with depth and thus with temperature in the TBL; then, 
it decreases down to h/2-depth in relation to the diurnal warm layer (Figure 1a). On the other hand, [CO2aq]i is 
a decreasing function first of temperature and then salinity (see Appendix A) and will depend on the depth at 
which temperature and salinity are evaluated. In the situation represented in Figure 1a, with Th/2 > Tint, this lead 
to [CO2aq]i(Tint, Sint) > [CO2aq]i(Th/2,Sh/2) (Figure 1b).

The limiting step in CO2 exchanges between the ocean and the atmosphere is the diffusion of CO2 molecules 
in the MBL, which is the diffusive layer for salt (Bolin, 1960; McGillis & Wanninkhof, 2006). According to 
McGillis and Wanninkhof (2006), the flux should then be computed from the difference in CO2 concentrations at 
the top (the interface) for [CO2aq]i and at the bottom of this layer for [CO2aq]w. This flux is noted FMBL (red arrow 
in Figure 1b).

As underlined by Woolf et al. (2016), this formulation implicitly hypothesizes a linear temperature profile and that 
the chemical equilibrium is reached in the MBL. They name this hypothesis the “equilibrium model.” However, 
the residence time of a water parcel in the TBL is generally shorter than the timescale for chemical repartition-
ing of the carbonate species induced by changes in temperature and salinity, which is on the order of 10s (Dong 
et al., 2022; Woolf et al., 2016). Therefore, in what they name the “rapid model”, Woolf et al. (2016) argue that 
the TBL base temperature and salinity (Figure 1a) account for the MBL chemical repartitioning better and should 
be used to compute [CO2aq]w. The flux computed accordingly to this “rapid model” is noted FTBL (blue arrow in 
Figure 1b). As the TBL base temperature is warmer than the MBL base temperature (Figure 1a), the rapid model 
leads to a larger waterside CO2 concentration than the equilibrium model (see Appendix A). Therefore, FTBL leads 
to a weaker increase in CO2 sink than FMBL (Figure 1b).
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To assess the impact of considering a uniform ocean skin (Watson et al., 2020), we introduce another diagnostic 
FWat (light blue arrow in Figure 1b) for which [CO2aq]w is computed at h/2-depth and [CO2aq]i is computed using 
empirically-based constant differences of −0.17 K and +0.1 g/kg across the TBL and the MBL respectively (see 
Figures 1a and 1b).

Table 1 synthesizes the different CO2 fluxes that are computed and details the corresponding temperature and 
salinity that are considered. Additional diagnostics FSkinM and FSkinT are computed as FMBL and FTBL but neglect-
ing T and S changes below the ocean skin. Comparing FSkinM and FSkinT results to FMBL and FTBL quantifies the 
impact of diurnal warm layers and rain lenses stratification within the first model layer of 1 m depth. A last diag-
nostic FNoS is comparable to FMBL but does not take into account the limiting effect of the salty skin.

All the CO2 fluxes are computed online by the IPSL-CM6 model every 45 min, which corresponds to the ocean 
model timestep that considers the temperature and salinity corrections computed by Bellenger et al. (2017) during 
the latest coupling timestep (every 90 min). To evaluate Alk and DIC at a given depth for the computation of 
[CO2aq]w in Equation 2, we assume that, near the surface, Alk and DIC differ from their value at h/2-depth only 
because of concentration changes caused by rain and evaporation. We thus assume that they have the same ratio 
of dilution as salinity and so we can write 𝐴𝐴

𝑆𝑆MBL−𝑆𝑆ℎ∕2

𝑆𝑆ℎ∕2

=
AlkMBL−Alkℎ∕2

Alkℎ∕2

=
DICMBL−DICℎ∕2

DICℎ∕2

 .

Considering the other terms in Equation 2: We assume that the bulk transfer parameterization for kw derived 
from the global  14C budget (Wanninkhof, 2014), which is usually applied to atmospheric and oceanic parameters, 
corresponding typically to 10 m height and 5 m depth, can be used to evaluate the ocean skin effect on the carbon 
fluxes. The implications of this hypothesis will be further discussed in detail in the discussion section. Note that 
we do not include the rain effect on the transfer velocity (Ho et al., 1997). The Schmidt number is a function of 
temperature and salinity and should be evaluated below the ocean skin (Yang et al., 2022). However, evaluating 
it at the interface, at the MBL base or at the ocean model first level leads to very small differences (not shown). 
Therefore, in the following, it will always be evaluated at the ocean model first level (Th/2 and Sh/2).

2.4.  Simulations

Two 15-year IPSL-CM6 simulations with imposed global-mean atmospheric CO2 concentration correspond-
ing to present-day conditions (years 2000–2014) were performed. We repeated the last 15 years of the CMIP6 
historical simulations with IPSL-CM6A-LR (scenario starts from 2015), using the r1i1p1f1 member available 
on ESGF as initial conditions for January 2000 (Boucher et al., 2020, link in the Data Availability Statement). 
Both simulations use the IPSL-CM6 model (CMIP6 version) with the Bellenger et al. (2017) parameterization 
included. In contrast with the CMIP6 version of the model, the Bellenger et al. (2017) parameterization was used 
to compute the sensible and latent heat and the infrared fluxes. In the diagnostic (DIAG) simulation, the prog-
nostic CO2 flux used to compute the evolution of the oceanic carbon was from the classical bulk formulation F 
and the CO2 fluxes deduced from other formulations were calculated only as diagnostics (Table 1). In the coupled 
(CPL) simulation, the FMBL carbon flux was used to compute the evolution of oceanic carbon so that the  new 
parameterization affected the simulated ocean carbon cycle. Because the equilibrium model (FMBL) leads to a 
larger adjustment than the rapid model (FTBL), this will provide an upper limit of the impact of the ocean skin 
on CO2 flux in a coupled framework. We indicate the considered simulation using a superscript on the CO2 flux 
notation (e.g., F DIAG).

3.  Results
3.1.  Air-Sea CO2 Fluxes

Figure 2 compares CO2 fluxes from the DIAG simulation to the SeaFlux data product of Fay et al.  (2021). 
The mean CO2 flux F DIAG over 2000–2014 (Figure 2a) shows a latitudinal pattern consistent with SeaFlux 
(Figure  2b). Main outgassing regions are found in tropical and sub-tropical oceans with fluxes down to 
−30  g  C  m −2  yr −1 in the eastern Equatorial Pacific. The ocean acts mainly as a sink for subtropical and 
mid-latitude regions with maxima reaching +40 g C m −2 yr −1 locally in the Southern Ocean and in the storm 
track regions. There are some large local biases such as in the northern Pacific Ocean where the sink is 
overestimated by the model by up to +20 g C m −2 yr −1 and in the equatorial ocean where the outgassing is 
underestimated in a comparable manner (Figure 2c). Overall, the global oceanic CO2 sink simulated by our 
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model in the DIAG simulation (Figure 2d black thin line) is underestimated compared to the Global Carbon 
Budget (GCB) estimate that includes both models and data products or only the latter (resp. bold dashed black 
and green lines, Friedlingstein et al., 2022). The CPL simulation only slightly reduces the underestimation of 
the global sink by the model (Figure 2d black thin dashed line). In addition, neither DIAG nor CPL actually 
reproduce the increasing tendency in the global oceanic sink (less than +0.01 PgC yr −1 vs. +0.06 PgC yr −1 for 
GCB during 2000–2014).

3.2.  Near-Surface T and S Vertical Gradients

Figure 3 shows the distributions of temperature differences across the TBL, and salinity differences across the 
MBL and between the base of these layers and the oceanic mixed layer taken at 3 m. The values were obtained 
using the Bellenger et  al.  (2017) parameterization in IPSL-CM6 (solid lines) and the same parameterization 
forced by ERA5 (dashed lines). Note that, in our model, the temperature difference across the MBL is about 
1/5th of the difference across the TBL. First, the distributions produced by IPSL-CM6 and diagnosed from ERA5 
are in good agreement, except for slightly more frequent temperature differences below −0.4 K across the TBL 
in IPSL-CM6 (Figure 3a). The global mean differences in salinity and temperature across MBL and TBL are 
0.06 g/kg and −0.23 K for IPSL-CM6 and 0.07 g/kg and −0.17 K for ERA5. These values are comparable with 
the values of 0.1 g/kg and −0.17 K chosen by Watson et al. (2020) based on in situ measurements by Donlon 
et al. (2002). Below the ocean skin, the change in temperature and salinity due to warm layers and rain lenses 
are generally an order of magnitude lower than changes in the ocean skin, with mean differences on the order 
of 10 −2 K for temperature and 10 −3 g/kg for salinity. Therefore, and as it will be shown in the next section and 
consistently with Woolf et al. (2016), the difference in the global ocean CO2 sink due to near-surface T and S 
vertical gradients from Bellenger et al. (2017) is mainly due to the ocean skin.

Figure 2.  Maps of mean air-sea CO2 fluxes between 2000 and 2014 (positive into the ocean, colors) from (a) the F DIAG flux from the DIAG simulation with IPSL-CM6 
and (b) SeaFlux data product average for the 6 interpolation methods for the pCO2 maps and 5 wind products presented in Fay et al. (2021) and (c) the difference 
between IPSL-CM6 and SeaFlux product (only difference significant to the 99% level are plotted). (d) Time series of the global annual CO2 sink (PgC yr −1) from the 
Global Carbon Budget (Friedlingstein et al., 2022) based on data products (dashed green, standard deviation shaded), models and data products (dashed black, standard 
deviation shaded) and computed from F DIAG (thin black), FMBL DIAG (thin red), FTBL DIAG (thin blue) and FWat DIAG (thin light blue) IPSL-CM6 reference simulation 
(DIAG) and FMBL CPL (thin dashed black) from the coupled (CPL) simulation.
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Figure 4 shows the maps of mean temperature and salinity differences across their respective diffusive boundary 
layers (TBL and MBL) in IPSL-CM6 and ERA5. Spatial distributions of the cooling and increase in salinity in 
the TBL and MBL by IPSL-CM6 and ERA5 are in close agreement except for the high latitudes where the model 
is producing too strong a cooling (Figures 4a and 4b). There is no such overestimation in salinity increase across 
the MBL at high latitudes (Figures 4c and 4d). In fact, at high latitudes in the model, strong cooling of the sea 
surface by infrared radiation and sensible heat flux gives a stronger cool skin (around −0.4 K) that is not associ-
ated with a clear increase in salinity across the MBL. The difference in temperature across the TBL is stronger 
than the −0.17 K chosen by Watson et al.  (2020) almost everywhere in the tropics and subtropics. A similar 
feature is visible for the change in salinity across the MBL (Figures 4c and 4d), which is frequently stronger 
than the 0.1 g/kg threshold in the tropical and subtropical regions except for the Intertropical Convergence Zone 
(ITCZ) region. In the ITCZ, frequent rain and light winds lead to a fresh ocean skin with SInt − SMBL ∼ −0.1 g/kg 
and a cool skin of −0.3 K. In the subtropics, large evaporation and stronger wind speed may lead to large positive 
SInt − SMBL ∼ +0.3 g/kg and a cool skin of −0.4 K. Finally, in the mid-latitudes, high wind speeds induce strong 
mixing that largely reduces the TBL and MBL effects.

3.3.  Impacts on Air-Sea CO2 Fluxes—Diagnostics

The annual mean global ocean carbon sinks, estimated from the DIAG simulation for the standard flux (F DIAG), 
for the different diagnostics (FMBL DIAG, FTBL DIAG, FWat DIAG, FSkinM DIAG, FSkinT DIAG, and FNoS DIAG) and the corre-
sponding differences with F DIAG are reported in Table 1. The increase in the global ocean carbon sink from the 
diagnosed fluxes ranges from +0.26 to +0.39 PgC yr −1, which is 13%–19% of the standard sink of 2.04 PgC yr −1.

In the following, we will focus on FMBL DIAG, FTBL DIAG, and FWat DIAG, which are reported in Figure 5. First, the 
global sink computed from FMBL DIAG (+0.37 PgC yr −1) increases more than the one computed from FTBL CT 
(+0.26 PgC yr −1). This is because the former includes the effect of a large part of the cool skin on [CO2aq]w, 
which is an increasing function of T (Appendix A). The equilibrium model gives a sink strengthening 40% larger 
than with the rapid model. Using the rapid model but uniform ocean skin FWat DIAG leads to stronger sink (+0.33 
PgC yr −1) than with the interactive ocean skin FTBL DIAG (+0.26 PgC yr −1). The difference in the adjustments 
using FMBL DIAG, FTBL DIAG, and FWat DIAG are statistically significant (to the 99.9% level, see the standard devia-
tions in the last column of Table 1). The three flux estimates induce an additional sink that increases with time 
at a rate of +1.5 × 10 −3 PgC yr −2 (Figure 5b), which is comparable to the +2.5 × 10 −3 PgC yr −2 obtained by 

Figure 3.  Probability distributions of (a) the temperature differences between the interface and the base of the Thermal 
Boundary Layer TInt − TTBL (TBL, black) and the base of the TBL and d = 3 m depth TTBL − T3m (red) and (b) likewise for 
salinity SInt − SMBL (black) and SMBL − S3m (red). Solid lines are from the 15 years DIAG simulation with IPSL-CM6 and 
dashed lines are from Bellenger et al. (2017) forced by 18 years of 1-hr ERA5 data.
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Dong et al. (2022). Figure 5c shows the seasonal variations of hemispherical CO2 sink with maxima during the 
corresponding hemisphere's winter. FWat DIAG shows weaker seasonal variations than FMBL DIAG and FTBL DIAG in 
both hemispheres. In addition, the overestimation of the global sink when using a uniform ocean skin (FWat DIAG 
vs. FTBL DIAG) is mainly due to an overestimation of the sink in the southern hemisphere. The hemispherical sinks 
variations largely compensate to result in a weak seasonal variation of the global sink.

Figure 6 compares F DIAG to the three alternative estimates FMBL DIAG, FTBL DIAG, and FWat DIAG. These estimates 
increase the ocean CO2 sink everywhere with some specific patterns. FMBL DIAG increases CO2 sink especially in 
the tropical and subtropical oceans (Figure 6b). This increase is particularly marked in the trade winds regions 
of the western Pacific and Atlantic Oceans and, for the mid-latitudes, in the Gulf Stream, the Kuroshio, and the 
Agulhas Current regions. Because the cool skin temperature difference is not a function of wind alone, there 
is no simple relationship between the flux adjustment in Figure 6b neither with the mean cool skin shown in 
Figure 4a nor with the wind speed as it is discussed in Section 4.3. However, regions of very large cool skin, 
like the warm pool and polar regions, correspond to weak flux adjustment because the strong cool skin are asso-
ciated with very low wind speed. Although weaker, the adjustment using FTBL DIAG shows a comparable pattern 
(Figure 6c). In contrast, applying FWat DIAG would increase CO2 sink in the mid-to-high latitudes (40–70N and 
40–70S, Figure 6d), especially in the Southern Ocean where FWat DIAG would lead to an increase in air-sea carbon 
fluxes that exceed 10% of the mean annual carbon flux (Figure 6a). Mid-to-high latitudes regions are charac-
terized by relatively high winds and intense near-surface turbulence that largely erodes the temperature gradient 
within the TBL to cooling weaker than −0.1 K (Figure 4a) and thus weaker than −0.17 K. Strong winds also 
increase the CO2 flux by increasing the gas transfer velocity kw in Equation 2. Therefore, in IPSL-CM6 and using 
the rapid model assumption, using a constant difference of −0.17 K following Watson et al. (2020) would result 
in an overestimate of the impact of the cool skin on CO2 fluxes in mid-to-high latitudes (+1 to +2 g C m −2 yr −1 

Figure 4.  The mean difference in temperature (K) between the interface (TInt) and the base of the Thermal Boundary Layer (TTBL) for (a) the 15 years of DIAG 
simulation and (b) 18 years of ERA5; and mean difference in salinity (g/kg) between the interface (SInt) and the base of the Mass Boundary Layer (SMBL) for (c) the 
15 years of DIAG simulation and (d) 18 years of ERA5. The black contours correspond to −0.17 K for (a and b) and +0.1 g/kg for (c and d).
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in the Southern Ocean, Figures 6b and 6c), as well as on the global CO2 sink (Table 1, +0.33 Pg C yr −1 for FWat 
vs. +0.26 Pg C yr −1 for FTBL).

The spatial distribution of F DIAG carbon flux shows a clear seasonality with a large carbon sink in the 
mid-to-high latitudes of the winter hemisphere where stronger winds blow (Figures 7a and 7b). Furthermore, 
Figure 7 c-f show the spatial pattern behind the hemispherical variation of the CO2 sink of Figure 5c. FMBL DIAG 
and FTBL DIAG increase the CO2 sink mainly in the winter hemisphere, with maxima in the subtropical Gulf 
Stream and Kuroshio regions in boreal winter (Figures  7c and  7e), with weak increase is observed in the 
tropical and subtropical regions of the summer hemisphere (Figures 7d and 7f). In contrast, FWat DIAG shows 
seasonal variability that is stronger higher latitudes in the northern Atlantic and Pacific oceans in DJF and 
in the Southern Ocean in JJA (+2 to +3 g C m −2 yr −1) (Figures 7g and 7h). The increase in CO2 sink in the 

Figure 5.  (a) Mean 2000–2014 global ocean carbon sink (PgC yr −1, left axis) from DIAG simulation computed with F DIAG (black bar), FMBL DIAG (red bar), FMBL DIAG 
(blue bar) and FWat DIAG (light blue bar) and corresponding mean differences in global carbon sink with the one computed with F DIAG (PgC yr −1, right axis). Whiskers 
represent the year-to-year standard deviations (no detrending applied). (b) Time series of the annual global ocean CO2 sink differences between FMBL DIAG (red), FTBL DIAG 
(blue) and FWat DIAG (light blue) and F DIAG from DIAG simulation (Pg yr −1, shading are the intra-annual standard deviation of the corresponding differences) and (c) 
monthly mean seasonal cycle of the northern (dashed) and southern (dotted) hemisphere CO2 sink differences (Pg yr −1, colors are as in (b), shading represents the 
day-to-day standard deviation for each month).
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tropics does not show comparable equatorial asymmetry and the Southern 
Ocean adjustment remains a non-negligible part of the average carbon flux 
in DJF (+1 to +2 g C m −2 yr −1) explaining the weaker seasonal variations 
in Figure 5c.

When comparing the increase in the carbon sink with (i.e., FMBL DIAG for 
the equilibrium model and FTBL DIAG for the rapid model) and without (i.e., 
FSkinM DIAG for the equilibrium model and FSkinT DIAG for the rapid model) 
taking into account the sub-skin temperature and salinity variations above 
h/2-depth shows that, as expected from Figure  3, the effect of unresolved 
warm layers and rain lenses is minimal for an ocean model with 1 m reso-
lution at the surface, resulting in a reduction of the sink by only −0.02 PgC 
yr −1. This difference is mainly due to warm layer formation in the equatorial 
oceans (not shown). In addition, comparing the FMBL DIAG and FNoS DIAG sinks 
shows that the compensating effect of the saline skin on the global CO2 sink 
is also weak (−0.02 PgC yr −1) and mainly located in tropical regions where 
Sint − SMBL is large (Figure 4c).

3.4.  Impacts on Air-Sea CO2 Fluxes—Prognostic

In the previous section, we showed the impact of the ocean skin on air-sea 
CO2 fluxes diagnostics that do not impact the ocean carbon budget. In this 
section, we compare air-sea carbon fluxes from F DIAG to those from a coupled 
(CPL) simulation in which FMBL CPL is used to compute the evolution of DIC 
in the ocean model. Because the associated feedback is clearly negative, an 
attenuated effect is to be expected. Figure 8a shows the 2000–2014 global 
ocean carbon sink in DIAG and CPL simulations using the respective prog-
nostic fluxes F DIAG and FMBL CPL as well as their difference (also in Table 1). 
In CPL, the ocean carbon sink is increased by about +0.13 (±0.09) Pg C yr −1 
compared to DIAG (Figure 8a). This is only about 35% of the ocean sink 
augmentation diagnosed for FMBL DIAG (+0.37 ± 7 10 −3 Pg C yr −1). In addi-
tion, one can note that the year-to-year standard deviation of the FMBL CPL − 
Fblk DIAG resulting global ocean sink is large and about +0.09 Pg C yr −1. This 
is comparable to the standard deviations of the global ocean sink diagnosed 
from either DIAG or CPL and larger than the year-to-year standard deviations 
of the adjustment diagnosed in DIAG. This is because using FMBL instead of 
F as a prognostic carbon flux modifies the simulated marine biogeochemis-
try that feedbacks on the ocean heat budget through a biophysical coupling 
(Lengaigne et al., 2009) and on the simulated climate so that the DIAG and 
CPL simulations diverge. This divergence manifests itself through difference 
in patterns and timing of atmospheric dynamical synoptic perturbations in 
particular at mid-to-high latitudes. This results in larger differences in CO2 
flux variability in these regions (Figure 8b, the black curve and its standard 
deviation). Because of this divergence of the two simulations, we only show 
zonal mean profiles of the CO2 flux and ocean model first level pCO2 differ-
ences in Figure 8b (shadings represent their year-to-year variability). The use 
of FMBL CPL tends to increase the ocean carbon sink at almost all latitudes. 
This increase in CO2 flux is only significant to the 95% confidence level. 
However, the increase in the first level of pCO2 is significant in the tropics 
(Figure 8b, the red curve). There is an accumulation of carbon at the ocean 
surface in the CPL simulation. This can explain the limitation of the  increase 

in the carbon sink when using FMBL rather than F as prognostic flux. Therefore, taking into account all interac-
tion loops and depending on the ability of the ocean model to transfer the carbon into the ocean interior, the use 
of FMBL leads to a significantly weaker adjustment in a coupled framework than what could be inferred from a 
simple offline diagnostic.

Figure 6.  Mean maps for 15 years of DIAG simulation of (a) F DIAG (g 
C m −2 yr −1) and (b) the FMBL DIAG − F DIAG difference (g C m −2 yr −1), (c) the 
FTBL DIAG − F DIAG difference (g C m −2 yr −1) and (d) the FWat DIAG − F DIAG 
difference (g C m −2 yr −1). Only differences significant to the 99% level with 
the student t-test are plotted.
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4.  Discussion
4.1.  Uncertainties Due To the Ocean Skin Representation

A first source of uncertainty is the representation of the ocean skin. Assuming a linear dependency of the CO2 
sink adjustment to the temperature difference in the TBL and using the mean difference of 0.06  K between 
IPSL-CM6 and ERA5 estimates lead to an uncertainty of ±0.07 PgC yr −1. Taking into account this uncertainty, 

Figure 7.  As Figure 5 but for December-January-February (a, c, e, and g) and June-July-August (b, d, f, and h). Only differences significant to the 99% level with the 
student t-test are plotted.
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the adjustment using a uniform ocean skin with the diagnostic flux FWat DIAG (+0.33 PgC yr −1) although weaker 
is not significantly different than the adjustment found by Watson et al. (2020, +0.4 ± 0.04 PgC yr −1) and Dong 
et al. (2022, +0.39 ± 0.08 PgC yr −1). The adjustment found with an interactive ocean skin and the rapid model 
with the diagnostic flux FTBL DIAG (+0.26 PgC yr −1) is also on the same order of magnitude because part of this 
difference is due to unresolved warm layers (−0.02 PgC yr −1) and salinity skin (−0.02 PgC yr −1) effects that 
are not taken into account by previous studies. Surprisingly, whereas we find a significant sensitivity of the 
adjustment to considering an interactive ocean skin or not (FTBL DIAG vs. FWat DIAG), Dong et al. (2022) and Watson 
et al. (2020) adjustments are very close to each other. This is partly explained by the fact that Dong et al. (2022) 
do not consider warm layer and salty skin corrections that would tend to reduce the adjustment. This may also 
arise from the use of monthly mean parameter in computing the adjustment.

Figure 8.  (a) Mean global carbon sink (PgC yr −1) from DIAG and CPL simulations computed with F DIAG (black bar, left 
axis) and FMBL CPL (purple bar, left axis), respectively; the difference is plotted in orange (right axis). Whiskers represent 
the year-to-year standard deviation. FMBL CPL − F DIAG is significantly different from zero at the 99% level. (b) The zonal and 
15-year mean difference between FMBL CPL and F DIAG (g C m −2 yr −1, left axis) and the difference between the ocean model's 
first level pCO2 between CPL and DIAG simulations (μatm, red, right axis). Shadings represent the year-to-year variability. 
Lines are bold where the difference is significantly different from zero at the 99% level.
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4.2.  Uncertainties Due To the Chemical Equilibrium

A second uncertainty comes from the chemical equilibrium assumption at the base of the MBL. The differ-
ence between the equilibrium model FMBL DIAG and the rapid model FTBL DIAG (+0.11 PgC yr −1) is a measure 
of this uncertainty. As discussed by Dong et al. (2022) and Woolf et al. (2016), the residence time of a water 
parcel in the TBL is generally on the order of 1 s. This is shorter than the 10 s timescale of the chemical 
repartitioning of the carbonate species that is induced by changes in temperature and salinity. This is the 
reason why they recommend the rapid model that takes the temperature at the base of the TBL to represent 
the actual chemical repartitioning at the base of the MBL and compute [CO2aq]w in Equation 2. However, they 
also note that the residence time of a water parcel can be longer under weak wind conditions: It can reach 
about 6 s for a 2 ms −1 wind speed (Garbe et al., 2004) and might even be longer due to the stabilizing effect of 
sunlight. These conditions are frequent in the tropics which may make the equilibrium hypothesis more suita-
ble there. It is also where the difference between FMBL DIAG and FTBL DIAG adjustments is the largest (Figures 6b 
and 6c). The actual flux adjustment due to ocean skin is therefore certainly in between the results obtained 
for FMBL DIAG and FTBL DIAG. Refining the ocean skin parameterization to take into account the residence time 
of water parcel and the kinematics of the chemical repartitioning of the carbonate system could help reduce 
this uncertainty.

4.3.  Cool Skin as a Function of Wind Speed Only

Because the cool skin mainly depends on the wind speed (Donlon et al., 2002), the use of a wind-only parameter-
ization may appear sufficient to represent the cool skin effect in models. Figure 9a shows the mean temperature 
difference across the TBL computed by Bellenger et al. (2017) as a function of the model wind speed at 10 m. 
The large standard deviation in Figure 9 shows that the modeled cool skin does not only depend on wind speed 
but also on other factors such as air-sea gradients in temperature and humidity (e.g., Luo & Minnett, 2020). 
Figure 9b shows the mean annual difference between the cool skin temperature computed either by the Bellenger 
et al.  (2017) parameterization or from the mean wind-only relationship shown in Figure 9a. A striking result 
is that large regions of negative and positive anomalies appear on this annual mean map (Figure 9b). Negative 
anomalies mean that the average cool skin is stronger than the one deduced from the wind-only relationship, 
and vice versa. In absolute value, these mean anomalies can be of the order of magnitude as the cool skin effect 
(∼0.1 K, Figures 4a and 4b and 9b). If a mean wind dependency of the cool skin (Figure 9a) such as Donlon 
et al. (2002) is used to represent the cool skin effect in a model, it would lead to such regional biases in temper-
ature at the interface and thus to regional errors in CO2 fluxes of the order of magnitude discussed previously 
(Figures 6b and 6c).

4.4.  Uncertainties Due to the CO2 Transfer Velocity

This study is based on the assumption that the widely used bulk flux formulation of the transfer velocity kw in 
Equation 2 that is derived from measurements in the bulk of water and air (see Wanninkhof et al., 2009 for a 
review) do not implicitly take into account the cool skin effect and can therefore be applied to study the impact of 
the ocean skin on the CO2 flux. Dong et al. (2022) argued that global kw based on  14C inventory is not sensitive 
to the ocean skin correction due to the large air-sea  14C difference. The same argument stands for in situ meas-
urements based on  3He/SF6 dual-tracers (e.g., Ho et al., 2006, Y. Dong personal communication). Therefore, the 
usual kw formulation appears to be suitable to study the ocean skin effect as it has been implicitly hypothesized 
in previous studies (McGillis & Wanninkhof,  2006; Robertson & Watson,  1992; Watson et  al.,  2020; Woolf 
et al., 2016).

However, the bulk kw accounts for a variety of processes such as exchanges mediated by bubbles, sea sprays 
and whitecaps associated with wave breaking. These processes become important for moderate winds (Fairall 
et al., 2000; Hare et al., 2004; Woolf et al., 2019). Because, these processes do not depend on the molecular micr-
olayers, the use of a bulk transfer coefficient may lead to an overestimation of the associated CO2 flux adjustment. 
In order to apply the ocean skin correction only to the part of the exchange mediated by the molecular sublayer, 
it seems suitable to treat separately the different CO2 transfer processes.
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5.  Conclusions
This study explored the impact of thermal and saline gradients in the ocean skin on global atmosphere-ocean CO2 
fluxes. To achieve this, a global model with interactive temperature and salinity changes in the thermal and mass 
boundary layers (TBL and MBL) and the first layer of the ocean model (Bellenger et al., 2017) was used. These 
changes observed were dominated by temperature and salinity variations in their respective diffusive boundary 
layers, with an average increase in salinity of +0.06 g/kg and a decrease in temperature of −0.23 K. These results 
were consistent with those obtained by using ERA5 to force the parameterization of the ocean skin.

Using a bulk formulation of the CO2 flux (McGillis & Wanninkhof,  2006; Woolf et  al.,  2016), several flux 
diagnostics are computed using temperature and salinity at different depths with or without (a) assuming the 
chemical equilibrium at the base of the MBL, (b) considering an interactive ocean skin, (c) taking into account 
unresolved gradients below the microlayer in the ocean model's first level, and (d) taking into account the salinity 
skin (Table 1). These diagnostics are consistent with previous studies (Dong et al., 2022; Shutler et al., 2020; 
Watson et al., 2020; Woolf et al., 2016, 2019). It was however possible to reveal the sensitivity of the adjustment 

Figure 9.  (a) Mean cool skin effect as a function of 10 m wind speed (TInt − TTBL = ΔTTBL(W10 m), red solid line) from 
IPSL-CM6 and associated standard deviation (red shading) and 10 m wind speed distribution per 0.1 m/s bin (black line). 
(b) 15-year mean difference (colors in K) between the cool skin effect from IPSL-CM6 and the cool skin effect computed 
from the mean relationship plotted in (a). The difference between the cool skins is computed using 90 min-model outputs and 
averaged over time.
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to these different assumptions: Depending on the assumption of whether the chemical equilibrium is reached at 
the base of the MBL (FMBL) or not (FTBL) leads to diagnostic global CO2 sink adjustment of +0.37 and +0.26 Pg 
yr −1, respectively. With a 1-m surface resolution ocean model, the unresolved warm layers and rain lenses only 
account for a reduction of the adjustment of −0.02 PgC yr −1, comparable to the impact of the salty skin. Uniform 
ocean skin (FWat) lead to regional biases in the modeled CO2 fluxes (+1 to +2 Pg C yr −1 in the Southern Ocean, 
Figure 6) and in the global sink (+0.33 against +0.26 Pg C yr −1). This could impact the simulated carbon cycle 
and the representation of pathways of anthropogenic carbon, in particular, in the Southern Ocean where the verti-
cal mixing induces large carbon subduction (e.g., Bopp et al., 2015). More importantly, ocean skin adjustment in 
a coupled model is weaker than diagnostic estimates. Indeed, we show that taking into account retroaction loops 
by enabling the ocean skin to feedback on ocean carbon concentrations dampens the magnitude of this adjustment 
to +0.13 (±0.09) PgC y −1. Although significantly weaker than previous diagnostics, and although this adjustment 
obtained assuming the equilibrium model constitutes an upper limit, this remains a non-negligible impact on the 
global ocean carbon sink (on the order of 5%) with regional signature and it is linked to a change of the modeled 
mean surface pCO2. The magnitude of these changes ultimately depends on the capacity of the ocean model to 
transfer CO2 in its interior.

Future modeling efforts should thus take into account the ocean skin impact on CO2 flux. An interactive param-
eterization of the ocean skin appears to be necessary to prevent regional errors in CO2 flux. As a next step, a 
detailed flux parameterization (e.g., Fairall et al., 2000) should be tested in climate models because the ocean 
skin adjustment would be only applied to the exchanges mediated by the molecular microlayer. This should 
further reduce the impact of the ocean skin on the modeled CO2 sink. Note that this effort to separate the different 
process, that are not all sensitive to the ocean skin, seems also important for observation assessments of global 
CO2 sink. This may as well reduce the diagnosed impact of ocean skin on the global sink compared to previous 
estimates (Dong et al., 2022; Watson et al., 2020). On the other hand, taking into account the kinematics of chem-
ical repartitioning of the carbonate species with temperature and salinity (Woolf et al., 2016) could increase the 
ocean skin effect in the tropics and thus the adjustment of the global sink.

Appendix A:  Sensitivity of CO2 Flux to Ocean Near-Surface Temperature and 
Salinity Changes
We derive an approximate formula for the change in carbon flux due to perturbations in temperature and salinity 
near the ocean surface. This will provide a synthesis of the different sensitivities of the main terms of Equation 2 
to T and S discussed in Woolf et al. (2016) and their order of magnitudes. In the following, we assume that the 
aqueous carbonate system is in chemical equilibrium for a given environment (i.e., for given T, S, DIC, and Alk).

Neglecting the sensitivity of the Schmidt number on temperature for changes of at most a few degrees that are 
considered here, and supposing no change in the wind, the total derivative of the flux reads:

𝑑𝑑𝑑𝑑 = 𝑘𝑘𝑤𝑤

√

660∕Sc(𝑇𝑇 )
[

𝑑𝑑
[

CO2aq

]

𝑖𝑖
(𝑇𝑇 𝑇 𝑇𝑇) − 𝑑𝑑

[

CO2aq

]

𝑤𝑤
(𝑇𝑇 𝑇 𝑇𝑇𝑇DIC,Alk)

]

� (A1)

The total derivative of [CO2aq]i can be directly derived using formula from Weiss (1974) and provided by McGillis 
and Wanninkhof (2006). The total derivative for [CO2aq]w, which reflects a change in aqueous CO2 due to chem-
ical processes, reads:

𝑑𝑑
[

CO2aq

]

𝑤𝑤
= 𝑑𝑑𝑑𝑑

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕𝜕𝜕
+ 𝑑𝑑𝑑𝑑

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕𝜕𝜕
+ 𝑑𝑑Alk

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
+ 𝑑𝑑DIC

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕DIC

� (A2)

We make the hypothesis that near the surface, Alk and DIC only change by dilution:

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝜕𝜕
[

𝐶𝐶𝐶𝐶2𝑎𝑎𝑎𝑎

]

𝑤𝑤

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
= 𝐴𝐴𝐴𝐴𝐴𝐴

𝑑𝑑𝑑𝑑

𝑆𝑆

𝜕𝜕
[

𝐶𝐶𝐶𝐶2𝑎𝑎𝑎𝑎

]

𝑤𝑤

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

� (A3)

Noting that the solubility K0 is not a function of Alk and DIC and introducing 𝐴𝐴 𝐴𝐴Alk and 𝐴𝐴 𝐴𝐴DIC the sensitivity of 
pCO2w to Alk and DIC, the two last terms in Equation A2 can be written:

𝑑𝑑Alk

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕Alk
+ 𝑑𝑑DIC

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
= 𝑑𝑑𝑑𝑑

(

𝐾𝐾0

pCO2𝑤𝑤

𝑆𝑆
𝛾𝛾Alk +𝐾𝐾0

pCO2𝑤𝑤

𝑆𝑆
𝛾𝛾DIC

)

� (A4)
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Using approximations in Sarmiento and Gruber (2006), it comes that 𝐴𝐴 𝐴𝐴Alk + 𝛾𝛾DIC = 1 and thus substituting Equa-
tion A4 in Equation A2 leads to:

𝑑𝑑
[

CO2aq

]

𝑤𝑤
= 𝑑𝑑𝑑𝑑

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕𝜕𝜕
+

(

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕𝜕𝜕
+𝐾𝐾0.

pCO2𝑤𝑤

𝑆𝑆

)

𝑑𝑑𝑑𝑑� (A5)

Using the relationship of pCO2w mean sensitivity to temperature and salinity given by Takahashi et al. (2009) 
leads to:

𝑑𝑑
[

CO2aq

]

𝑤𝑤
=

(

𝜕𝜕𝜕𝜕0

𝜕𝜕𝜕𝜕
+ 𝛾𝛾𝑇𝑇𝐾𝐾0

)

pCO2𝑤𝑤 𝑑𝑑𝑑𝑑 +

(

𝜕𝜕𝜕𝜕0

𝜕𝜕𝜕𝜕
+

2𝐾𝐾0

𝑆𝑆

)

pCO2𝑤𝑤 𝑑𝑑𝑑𝑑� (A6)

This last equation enables to make a simple estimate of the sensitivities of [CO2aq]w to changes in temperature (dT) 
and salinity (dS) for given values of T, S and pCO2w.

In order to illustrate the validity of our approximation to represent changes in the water-side CO2 
concentration near the surface, we show on Figure  A1 a scatterplot of the d[CO2aq]w approxi-
mated from Equation  A6 and computed using dT  =  Tint − Th/2 and dS  =  Sint − Sh/2 as a function of 

𝐴𝐴 𝐴𝐴
[

CO2aq

]

𝑤𝑤=

[

CO2aq

]

𝑤𝑤
(𝑇𝑇int , 𝑆𝑆int ,DICint ,Alkint ) −

[

CO2aq

]

𝑤𝑤

(

𝑇𝑇ℎ∕2, 𝑆𝑆ℎ∕2,DICℎ∕2,Alkℎ∕2

)

 computed by the IPSL-CM6 
model following MOCSY set of equations (Orr & Epitalon, 2015). Note that we compute the difference to a 
hypothetical interfacial [CO2aq]w in order to have larger differences in T and S (see Figure 3). Although slightly 
overestimating the change in [CO2aq]w, (Equation A6) is a good approximation where the sea temperature is above 
0°C (and even better in relatively warm waters).

Figure A1.  Differences in the aqueous carbon concentration [CO2aq]w in mmol m −3 between the interface and h/2 
approximated from Equation A6 using dT = Tint − Th/2 and dS = Sint − Sh/2 and IPSL-CM6 outputs (d[CO2aq]w approx.) and 
directly calculated by IPSL-CM6 (d[CO2aq]w IPSL-CM6). Color is the ocean model first level temperature (gray dots for 
temperatures below 0°C). The linear fit is also plotted.

 21699291, 2023, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JC

019479 by Ifrem
er C

entre B
retagne B

lp, W
iley O

nline L
ibrary on [06/03/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Oceans

BELLENGER ET AL.

10.1029/2022JC019479

19 of 22

Figure A2.  Sensitivity of the interfacial carbon concentration [CO2aq]i divided by the atmospheric concentration of CO2 (xCO2, (a and c)) and the aqueous 
carbon concentration [CO2aq]w divided by the CO2 partial pressure in water (pCO2w, (b) and (d)) to temperature (a and b) and salinity (c and (d) and the ratio of 
these sensitivities for (e) [CO2aq]i and (f) [CO2aq]w as a function of temperature and salinity. The sensitivities of [CO2aq]i and [CO2aq]w to T ad S are respectively in 
mol m −3 atm −1 K −1 and mol m −3 atm −1 (g/kg) −1, pCO2w in atm and xCO2 the atmospheric CO2 mole fraction in mol/mol. The sensitivities of [CO2aq]i are from Weiss 
formulation and the sensitivities of [CO2aq]w are computed from Equation A6.

Figure A2 shows the sensitivity of [CO2aq]i and [CO2aq]w to Temperature and Salinity (respectively divided by 
the atmospheric CO2 mole fraction and pCO2w) and their ratio. The interface concentration [CO2aq]i is a decreas-
ing function of both temperature and salinity (Figures A2a and A2c). Its temperature sensitivity is 4–6 times 
larger than to salinity (Figure A2e). This means that an increase of 0.6 g/kg in SInt is needed to offset a decrease 
of −0.1  K in TInt. This is rarely the case, so usually the dominating effect is an increase of [CO2aq]i due to 
the cool skin. On the other hand, [CO2aq]w is an increasing function of temperature and salinity (Figures A2b 
and A2d). Its sensitivity to salinity is 3–10 times larger than its sensitivity to temperature (Figures A2f). This 
ratio increases up to 17 with decreasing temperature to 0°C, but our approximation does not hold in cold Polar 
regions (Figure A1). If [CO2aq]w is evaluated at the base of the MBL (in FMBL), the variations in T and S that can 
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influence it are changes below the TBL and MBL (TTBL − Td and SMBL − Sd) and changes in the cool skin below 
the MBL (TTBL − TMBL). The former is due to diurnal warm layer formation or rain-induced freshening and cool-
ing. Because these differences are usually weak in our simulations (Figure 3) they only affect [CO2aq]w locally. 
The latter corresponds in our simulations to 4/5th of Tint − TTBL, the entire cool skin effect, and induces a decrease 
in [CO2aq]w. Finally, an increase in [CO2aq]i and a decrease in [CO2aq]w together induce the obtained increase in the 
global carbon sink (Figure 5a, the red bar). For FTBL, the main impact (except for warm layers and rain lenses) is 
the increase in [CO2aq]i with decreasing T.

Note that, considering only the impact of temperature on CO2 flux (Equation A1) leads to:

𝐹𝐹MBL − 𝐹𝐹 = 𝑘𝑘𝑤𝑤

√

660∕Sc(𝑇𝑇 )

[

(

𝑇𝑇𝐼𝐼𝐼𝐼𝐼𝐼 − 𝑇𝑇ℎ∕2

)
𝜕𝜕
[

CO2aq

]

𝑖𝑖

𝜕𝜕𝜕𝜕
−
(

𝑇𝑇MBL − 𝑇𝑇ℎ∕2

)
𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕𝜕𝜕

]

� (A7)

That can be rearranged to

𝐹𝐹MBL − 𝐹𝐹 = 𝑘𝑘𝑤𝑤

√

660∕Sc(𝑇𝑇 )

[

(

𝑇𝑇Int − 𝑇𝑇ℎ∕2

)

(

𝜕𝜕
[

CO2aq

]

𝑖𝑖

𝜕𝜕𝜕𝜕
−

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕𝜕𝜕

)

+ (𝑇𝑇Int − 𝑇𝑇MBL)

𝜕𝜕
[

CO2aq

]

𝑤𝑤

𝜕𝜕𝜕𝜕

]

� (A8)

The first term in the parenthesis is positive, the second is negative. Therefore, the flux adjustment due to FMBL 
increase when TMBL tends to Tint (or if the MBL becomes thinner). Therefore, unlike discussed in McGillis and 
Wanninkhof (2006) and as discussed by Woolf et al. (2016), a thinner MBL would lead to a stronger FMBL flux 
adjustment with a maximum value given by the total temperature difference in the ocean skin (Tint − Th/2) that is 
reached for TMBL = Tint.

Data Availability Statement
The ocean skin parameterization (Bellenger et al., 2017) is open-access and can be downloaded at https://gitlab.
in2p3.fr/ipsl/lmd/dpao/ocean-skin. The CMIP6 historical simulations with IPSL-CM6A-LR (and in particular 
the r1i1p1f1 member) are available on ESGF: https://esgf-node.ipsl.upmc.fr/search/cmip6-ipsl/. Surface ERA5 
hourly data can be accessed from https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-lev-
els?tab=overview. Daily CO2 fluxes from DIAG ad CPL simulations and temperature and salinity changes in the 
ocean skin from DIAG can be found https://zenodo.org/record/7731926.
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