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Abstract
Background

Ocean-related options (OROs) to mitigate and adapt to climate change are receiving increasing attention
from practitioners, decision-makers, and researchers. In order to guide future ORO development and
implementation, a catalogue of scientific evidence addressing outcomes related to different ORO types is
critical. However, until now, such a synthesis has been hindered by the large size of the evidence base.
Here, we detail a protocol using a machine learning-based approach to systematically map the extent and
distribution of academic evidence relevant to the development, implementation, and outcomes of OROs.

Method

To produce this systematic map, literature searches will be conducted in English across two bibliographic
databases using a string of search terms relating to the ocean, climate change, and OROs. A sample of
articles from the resulting de-duplicated corpus will be manually screened at the title and abstract level
for inclusion or exclusion against a set of predefined eligibility criteria in order to select all relevant
literature on marine and coastal socio-ecological systems, the type of ORO and its outcomes. Descriptive
metadata on the type and location of intervention, study methodology, and outcomes will be coded from
the included articles in the sample. This sample of screening and coding decisions will be used to train a
machine learning model that will be used to estimate these labels for all the remaining unseen
publications. The results will be reported in a narrative synthesis summarising key trends, knowledge
gaps, and knowledge clusters.

Introduction

Background
As mean global warming above pre-industrial levels rapidly approaches the 1.5℃ limit of warming set by
the Paris Agreement1,2, the first global stocktake in 2023 assessed progress towards climate goals of
parties to the UNFCCC. The stocktake determined that the rapid implementation and upscaling of climate
actions using good practices that minimise tradeoffs and maximise co-benefits is needed3. Amidst this
critical juncture, “ocean-based solutions” or “ocean solutions” are receiving increasing attention as
attractive responses to climate change challenges. The marine environment already contributes to
anthropogenic greenhouse gas reduction4,5, which motivates an interest to increase its potential for
climate change mitigation using renewable energy and negative emissions technologies. Marine and
coastal socio-ecological systems are also highly vulnerable to climate change impacts, and solutions
that enhance the adaptive capacity of natural and human systems are needed to respond to these
challenges6,7. Additionally, these ocean-related interventions seem less constrained by the same land-use
limitations of terrestrial-based counterparts.

https://www.zotero.org/google-docs/?DpnFSE
https://www.zotero.org/google-docs/?tDAjFf
https://www.zotero.org/google-docs/?IGyejx
https://www.zotero.org/google-docs/?qwBfp0
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Yet this “blue rush” often overlooks a growing range of existing activities and uses in the marine space8,9,
and is accompanied by a relatively poor understanding of the marine ecosystems’ capacity to cope with
these interventions10–13. We therefore elect to use the term “ocean-related options” (OROs; cf., Table 1,
Figure 1) when referring to “ocean-based solutions” to acknowledge that not all interventions may be
effective, and that side-effects, trade-offs and dis-benefits may exist or have yet to be assessed. While we
may not advocate all interventions as “solutions”, all must nonetheless be systematically assessed as
they have been proposed as climate mitigation or adaptation actions.

For mitigating climate change, OROs encompass a diverse array of actions. Negative emissions
technologies such as blue carbon-based approaches14 and geo-engineering interventions to increase the
ocean’s capacity as a carbon sink and actively draw down carbon dioxide from the atmosphere12 are in
varying stages of development, scientific evaluation, and social acceptance. Renewable energy sources
derived from natural oceanic processes, such as waves, tides, and bioenergy from macroalgae,
potentially provide alternatives to displace fossil fuel consumption and lower emissions10. Optimising the
energetic efficiency of maritime industries like shipping and fishing contributes to the overall mitigation
effort13. The development of these technologies is occurring against the backdrop of a “blue rush” driven
by a desire to leverage the ocean space as a location for infrastructure15, such as offshore solar and wind
farms and seabed storage reservoirs for captured carbon, or for carbon dioxide removal options (i.e. “blue
acceleration” sensu 8).

OROs can also play a crucial role in promoting societal and natural adaptation to observed impacts and
projected risks from climate change. Climate impact drivers such as rising sea levels, extreme weather,
marine heatwaves, and ocean acidification pose significant, and even existential threats to coastal socio-
ecological systems16. To encourage societal adaptation, OROs ranging from built infrastructure, nature-
based solutions and socio-institutional changes, aim to address these challenges7,17,18. OROs can also
strengthen the resilience of natural systems through conservation measures19 to more active restoration
interventions such as eco-engineering, species translocations or assisted evolution20–22. Often, OROs that
promote natural resilience are implemented to achieve multiple co-benefits across the climate mitigation
and/or societal adaptation outcomes (although whether they deliver on these outcomes must be
rigorously assessed), and thus lie at the conceptual intersection between mitigation and societal
adaptation OROs7,10,19,23.

The unrelenting pace of climate change has given urgency to scientific research aiming to understand
climate change impacts, vulnerabilities, and potential solutions, thus contributing to a rapid explosion of
academic literature across the climate change sciences from 1,697 to 92,308 publications during the First

https://www.zotero.org/google-docs/?VryCbE
https://www.zotero.org/google-docs/?aG6CzN
https://www.zotero.org/google-docs/?ZrHYNG
https://www.zotero.org/google-docs/?pO5blZ
https://www.zotero.org/google-docs/?VzQb2e
https://www.zotero.org/google-docs/?VCanMG
https://www.zotero.org/google-docs/?J39LSn
https://www.zotero.org/google-docs/?mBTHgB
https://www.zotero.org/google-docs/?fLlJbJ
https://www.zotero.org/google-docs/?3U4uzB
https://www.zotero.org/google-docs/?gZNitY
https://www.zotero.org/google-docs/?vTkhao
https://www.zotero.org/google-docs/?5M6qt8
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to Sixth Assessment Cycles of the Intergovernmental panel on Climate Change24. Given the extensive
volume of academic literature, machine learning-assisted evidence maps have emerged as indispensable
tools for characterising the distribution of evidence relevant to topical research questions in climate
change science25,26. Utilising these advancements in machine learning applications, this systematic map
aims to assess the extent and distribution of academic evidence that reports mitigation and adaptation
outcomes, as well as co-benefits, trade-offs and dis-benefits, relating to OROs. This analysis will help
shape future research priorities, identify topics for future quantitative evidence synthesis, and ultimately
inform evidence-based decision-making.

Stakeholder engagement
This research project is funded within the framework of the French government Priority Research
Program (PPR) “Ocean and Climate” (2021-2027), which is led by the National Centre for Scientific
Research (CNRS) and Institut Français de Recherche pour l'Exploitation de la Mer (Ifremer). This study
seeks to support decision makers in their assessment of options for climate change mitigation,
adaptation and sustainable development.

A multidisciplinary international expert panel of researchers in relevant fields identified a primary research
question and scope that was suitable to addressing this evidence need, developed a draft protocol of the
evidence map, and will provide input on interpreting the insights from this map.

Objective of the review
This evidence map aims to identify, map, and describe the evidence base relevant to mitigation and
adaptation outcomes resulting from OROs, as well as secondary outcomes which include co-benefits and
trade-offs/dis-benefits.

Primary questions
In this study, we aim to address the following primary research question:

What peer-reviewed scientific literature exists on the primary and secondary outcomes of mitigation and
adaptation OROs?

https://www.zotero.org/google-docs/?hbJX4G
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Secondary questions
Using the resulting evidence base, we aim to answer the following set of secondary research questions:

What are the temporal trends in the extent and distribution of articles across different types of OROs,
ORO development stages, types of outcomes and scientific disciplines?

To what extent do articles link blue carbon habitats with OROs?

What are the extent and distribution of articles across ORO type, primary outcomes (i.e. mitigation or
adaptation) and secondary outcomes?

Which climate impact drivers are motivating the development of ocean-related adaptation options?

How are primary and secondary outcomes linked to different study types and methodologies?

How does the country of the lead author’s affiliation compare with the country where research is
conducted/where the ORO is implemented?

Elements of the primary question
To delineate the scope of our literature search we define the key elements of our research question (Table
2).

Reagents

Equipment

Procedure

Procedure

0. Overview
The procedure is inspired by the Guidelines and Standards for Evidence Synthesis in Environmental
Management27 and includes three main phases: (1) the development of an effective method for
searching for literature through an iterative standardised process, (2) the development of eligibility criteria
for an objective and transparent selection of relevant articles, and (3) the development of a  metadata-
coding framework (i.e. a pilot-tested spreadsheet) used to extract relevant metadata from retained articles
to qualitatively characterise the evidence base. For phases 2 and 3, we adapt the guidelines to include

https://www.zotero.org/google-docs/?jmFTaI


Page 7/26

assistance from machine learning models following the method of 26 by manually screening and coding
a sample of articles to train machine learning classifiers in order to predict these classifications for the
entire corpus. Following 26, we will also use a geoparser to identify geographic coordinates and extents
from place names in the study titles and abstracts.

1. Searching for articles

1.1 Estimating comprehensiveness of search
To assess the search comprehensiveness, a “test list” of 94 benchmark articles was compiled through
contributions from the interdisciplinary synthesis team (Additional File 1).

1.2 Search terms and languages
In evidence synthesis protocols, search strings that are used to search for relevant literature are assessed
and refined through an iterative process of scoping searches. These scoping searches first aim to identify
search terms that maximise the retrieval of the test list articles (i.e. an assessment of search
comprehensiveness), and second to minimise the number of total results retrieved (i.e. an assessment of
search specificity)27. In our synthesis, we carried out scoping searches in Web of Science Core Collection
(WOS), using the language tag to limit the search results to English (LA = English). While we acknowledge
the drawbacks of language bias28, this methodological choice was necessary due to limitations in the
expertise of our review team and availability of a pre-trained machine learning model in other languages.

Our research question encompasses OROs that cover a broad range of concepts. Given this diversity, we
determined that a single search string was ineffective at achieving full comprehensiveness with a
realistic level of sensitivity (Additional File 2, sheet “General”). To address this, we classified all OROs
considered in our research question into a typology modified from 11, and based on the types of OROs
identified, we developed a search strategy composed of five search strings (termed “substrings”) (Figure
1). Each substring would be run individually and the search results subsequently pooled and de-
duplicated to form a single database.

https://www.zotero.org/google-docs/?doojYM
https://www.zotero.org/google-docs/?GpQBHZ
https://www.zotero.org/google-docs/?TC1OTe
https://www.zotero.org/google-docs/?BHPaDQ
https://www.zotero.org/google-docs/?Wa5gfn
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Each substring combined groups of search terms (i.e. “blocks”) that matched critical components of our
topic (Table 3):

Population block: terms relevant to oceans and coastal human/natural systems

Intervention block: This block varied highly across the substrings, and was often represented through
a combination of the following blocks joined with an “AND” operator:

Climate_change: terms relevant to climate change or ocean-related climate impact drivers

Option: general terms to represent an option or intervention or solution

Ocean_renewables: terms that specifically target marine renewable energies

Mitigation_options: terms to represent types of mitigation options other than marine renewable
energies

Natural_resilience: terms relevant to natural resilience options

Societal_adaptation: terms relevant to societal adaptation options

No_terms: terms excluded because we do not consider them within the scope of our review (e.g.
reducing pollution, articles which only focus on reporting climate change impacts/vulnerability).

Each substring was tuned using iterative scoping searches, with the end goal that when the search results
from all the substrings are pooled, 100% comprehensiveness would be achieved. When all the test list
articles were retrieved, the number of records across all five substrings (before deduplication) totalled
392,111. This was an acceptable level of specificity for our machine-learning assisted approach (Table 3,
Additional File 2). We therefore determined that the substrings were suitable for conducting the synthesis.

1.3 Searching the literature
Our machine learning-assisted approach requires access to title and abstract metadata exported for all
search results in order to fit its classifiers. At the scale of our research question, this is best achieved
using citation-indexed databases. We will conduct our searches in Web of Science Core Collection and
Scopus (Additional Files 2 and 3).

1.4 Reference management
References from the searches will be exported from the citation-indexed databases as BibTeX files. All
citation files will be read into the R statistical computing environment29 and deduplicated using the
revtools package30. Duplicated records will be identified based on title and year matches. Titles will be
pre-processed by converting to lowercase and removing punctuation, and the resulting titles with an

https://www.zotero.org/google-docs/?dyRCTv
https://www.zotero.org/google-docs/?BVEJy2
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optimal string alignment distance of <= 5 that are published in the same year will be tagged as
duplicates. Since our machine learning model relies on titles and abstracts to screen and code articles,
entries with an “NA'' value in either field will be removed; the most complete record will be retained.

2. Article screening and study eligibility criteria

2.1 Screening process
The eligibility screening step of an evidence map involves the application of eligibility criteria that
determine which of the primary research studies identified in searches are relevant for answering the map
question27. Our search queries from section 1 returned 265,436 unique articles. We therefore will use a
machine learning-assisted approach to automate the evidence selection process. We will train a machine
learning classification model based on a subset of manually screened article text (title, abstract and
keywords) by a team of reviewers to predict inclusion with quantified uncertainty26. Manual screening
decisions will be based on transparent and replicable eligibility criteria (cf. Section 2.2).

Manually-screened sample

First, a manually-screened sample of articles is needed to train and test the machine learning
classification model. Since the number of publications retrieved from each search string was unbalanced
(Table 4), sampling randomly from the pool of all search results would likely return a subset that was
biased towards the ORO types which retrieved the most search results. Since the manually-screened
sample would be used to train and validate the model, we did not want this to bias the model’s
performance. Therefore, to achieve a more balanced representation of ORO types, we will select 4,000
articles for manual screening from the deduplicated search results (excluding test list articles) using the
following procedure: 1000 articles randomly sampled from the results of  the “General” search string,
1000 random articles from the two mitigation search strings (333 from “Mitigation: renewable energy”
and 666 from “Mitigation: other”), 1000 random articles from the “Natural resilience” string, and 1000
from the “Societal adaptation” string. These articles along with the test list articles (4,094 articles in total)
will be uploaded into sysrev (www.sysrev.com): a web-based platform for publication screening.

https://www.zotero.org/google-docs/?YY5Tmw
https://www.zotero.org/google-docs/?gpcNcy
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Reviewer training aims to reduce bias in the manual screening process. During this process, each reviewer
will independently screen a randomly-selected training set of titles and abstracts (n=30), and their
inclusion decisions will be used to calculate a Fleiss' Kappa statistic31,32 to assess inter-reviewer
reliability. If the kappa statistic is below 0.6, a group discussion will be conducted to resolve
discrepancies and modify/clarify the eligibility criteria until a consensus is reached. A new training set
(n=30) will then be screened, and this process repeated until an acceptable Fleiss' Kappa statistic of  ≥
0.6 is achieved. Any remaining disagreements will be discussed before commencing the screening.

After the reviewer training, reviewers will proceed to screen the sample articles. Articles will be screened
by a single reviewer, except for 300 randomly-selected articles flagged for double-blind screening. Any
conflicts in terms of screening decisions will be resolved by a third reviewer. We acknowledge that the use
of a single reviewer to screen articles is a limitation of this study, but was necessary given the size of the
evidence base. Reviewers will not screen articles that they have authored. We will also use an active
learning strategy to screen articles. The titles and abstracts of articles will first be screened by the
screening team in random order. Since our aim is to produce a sample of both inclusion and exclusion
labels to train the machine learning classifier effectively, sufficient examples of each classification are
needed. To mitigate the high proportion of irrelevant articles often found in systematic evidence
syntheses, we draw from the active learning approach from 26, which sorts articles for screening by
predicted relevance from a periodically-updating machine learning model embedded in their screening
platform. For our study, we will begin the active learning process after at least 1500 articles have been
screened in random order, and will use the predicted relevance from the machine learning model
embedded in sysrev to sort the articles for screening. All articles with a predicted relevance above > 60%
will be screened until no articles above that relevance threshold remain.

Machine learning predictions

This manually-screened sample will be used to train and test a binary machine learning classifier used to
predict the inclusion or exclusion of all the articles retrieved by the search strategy26. In this approach, a
nested cross-validation (CV) procedure is used to compare the performance of a support vector machine
(SVM)33 and a pretrained DistilBERT model34 which has been fine-tuned with the manually-screened
sample.

To explain the role of CV in machine learning, data is needed to train (i.e. fit) a model, as well as to
evaluate a model’s performance. If the same data is used for both steps, the model’s performance metrics
may be inflated due to overfitting. K-fold CV aims to address this issue by splitting the dataset into k non-
overlapping folds so that the data used for training is not used in evaluation. Over k loops, each fold is

https://www.zotero.org/google-docs/?JKEGqG
https://www.zotero.org/google-docs/?zvxkjl
https://www.zotero.org/google-docs/?VmmxIe
https://www.zotero.org/google-docs/?nZFfba
https://www.zotero.org/google-docs/?ZNY7zr
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reserved in turn as a test set while the remaining data is pooled and used to train a model, producing k
candidate models.

Two nested loops of k-fold CV can be implemented to perform two essential functions: (1) finding the
best model configuration by optimising the selection of hyperparameters in the inner loop, and (2) model
evaluation in the outer loop. In the outer loop, the dataset is first divided into k folds, where one fold is
reserved as a test set and the remaining k-1 folds as the training set. In this study, only randomly-selected
articles are included in the test sets (as opposed to those screened using predicted relevance in the active
learning procedure) so as not to bias the model evaluation. The remaining randomly-selected articles that
are not included in the outer test set are incorporated into the training set. In the inner loop, a further k
testing sets are drawn from the remaining randomly-selected articles in the outer loop’s training set, whilst
all remaining articles are allocated to the inner training set. Grid search is used to initialise a model with
each combination of hyperparameters and fit the model on each inner training and testing set. The
combination of hyperparameters with the best mean F1 score (the harmonic mean of precision and
recall) across the inner folds will be selected as the best model. The training and testing data from the
outer CV is then used to evaluate the performance of the best model from the inner folds. The outer CV
therefore returns k scores for each evaluation metric.

The binary inclusion/exclusion classifiers (SVM and DistilBERT), will be evaluated across k=5 inner and
outer folds and the performance of the two types of classifiers will be compared using F1 and ROC AUC
scores. When the most appropriate classifier is identified, the final model configuration will be chosen
using outer CV, where each combination of hyperparameter settings will be tested on each outer fold. The
model configuration that yields the highest F1 score will be selected and used for predictions. A
confidence interval (mean +/- 1 standard deviation) for each prediction will be generated using five
versions of the model trained on five folds of data. All articles with a predicted mean relevance greater or
equal to 0.5 will be included.

2.2 Eligibility criteria
We developed eligibility criteria to screen for literature that includes the necessary elements of our
primary research question (Additional File 4). The inclusion criteria are outlined below.

Relevant population(s)

We focus on marine and coastal ecosystems across all biomes. These include the open ocean (including
all water column layers from the surface to deep-ocean), seas and gulfs, and natural coastal marine
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ecosystems (i.e. all intertidal habitats), and artificial habitats (e.g. urban waterfronts). We also focus on
associated coastal human systems (e.g. coastal communities, fisheries).

Relevant intervention(s) or exposure(s)

We include literature on OROs (see Table 1 and Figure 1) at any developmental stage from design to
implementation, including exposure to natural ORO analogues as part of the “design” developmental
stage. We also include natural inventory studies measuring natural carbon fluxes/storage in blue carbon
ecosystems, as these studies provide an indirect measure of conservation OROs (i.e. the management or
mitigation of anthropogenic impacts and stressors). We do not consider studies without a direct link to
an ORO (e.g. documenting climate change impacts, or indirect actions aiming to ameliorate the
distribution of wealth to reduce climate change vulnerability), nor do we consider actions aiming to
reduce anthropogenic stressors (e.g. reducing pollution in river runoff, habitat loss through conversion),
without a direct link to climate change. We recognize that these indirect factors will likely interact with
OROs to play an important role in their current and continued outcomes, however due to resource
constraints we do not consider them here.

Relevant comparator(s)

No comparator is required.

Relevant outcome(s)

We include literature where the outcome is directly relevant to primary (i.e. mitigation or adaptation) or
secondary (i.e. co-benefits, trade-offs/dis-benefits) outcomes attributed to an ORO.  Relevant primary
outcomes should be directly related to the effectiveness of the ORO at achieving its primary aim of
mitigation and/or adaptation. These outcomes can assess effectiveness directly (e.g. amount of energy
produced by a renewable energy technology, changes in biodiversity/ecosystem recovery), or across
dimensions which modify effectiveness (e.g. lead time, cost, feasibility, governability, upscaling potential,
enabling conditions). Relevant secondary outcomes can include co-benefits (e.g. increases in biodiversity
across all its components, from infra-specific to ecosystem diversity, associated natural and wilderness
values, synergies with other OROs) or trade-offs/side effects/dis-benefits (e.g. displacing communities,
reducing population abundance, negative impacts on other industrial sectors, etc). Secondary outcomes
can be unintentional or intentional. We include all study methodologies, including primary research (e.g.
observational, experimental or modelled quantitative or qualitative outcomes, or expert opinion) or
evidence syntheses.
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We exclude indirectly relevant outcomes such as technological advancements that are not explicitly
implemented within the framework/technology of an ORO (e.g. electric battery advancements that are
indirectly relevant for increasing the impact/usefulness of marine renewable energies).

2.3 Study validity assessment
No formal validity appraisal of included articles/studies will be performed. All studies that are deemed
eligible at the title and abstract screening based on the eligibility criteria will be included in the evidence
map.

3. Metadata coding

Manually-coded sample

Once articles have been screened and determined eligible, metadata will be coded from each article in
order to characterise the distribution of the evidence base. We anticipate given the large size of the search
results, that even after screening is performed the volume of articles will be too large to code manually.
We therefore will continue to implement the machine learning-assisted approach26.

To generate the data of coding decisions used to train and test the machine learning classifiers, the
articles that were included from the manually-screened sample will be manually coded. All reviewers will
code metadata using a standardised data codebook (Additional Files 5 and 6). To reduce inter-reviewer
bias, each reviewer will use the codebook instructions and template to code the same randomly selected
set of training articles. Any discrepancies will be discussed and resolved between coders, and any
modifications to the codebook made for improved clarity. This process will be repeated until members are
able to code articles with consistent agreement. Hereafter, articles will be coded by a single reviewer,
except for 2 randomly selected articles out of every 50 coded that will be double-checked by a second
reviewer and any conflicts discussed and resolved amongst the team. While it is unknown a priori which
metadata variables will be accurately predicted by the machine learning model, metadata will be
extracted across the following information categories relevant to our primary and secondary research
questions: bibliographic, ORO description, study design and outcome types. If, after coding, any essential

https://www.zotero.org/google-docs/?0DjqzM
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variable labels are under-represented, supplemental non-random screening and coding will be done by
searching for relevant keyword matches within the corpus and screening and coding the returned articles
until a more balanced representation is reached. These additional screening decisions would then be
added to the initial manually-screened sample to update the screening model.

Machine learning predictions

To generate predictions for the coded variables, either a single-label or multi-label (depending on the
variable) machine learning classifier will be trained and tested on the manually coded subset. Since the
DistilBERT model has already been shown to out-perform an SVM in a similar field26, if the DistilBERT
model performs similarly in this study’s binary inclusion/exclusion classifier, we will focus on the model
configuration CV procedure of only the DistilBERT model for the predictions of the coded variables. In our
study, we aim to code a large number of variables, and we therefore take this necessary methodological
choice due to computational demands. For selecting the final DistilBERT model for each variable, we will
use a k=3 fold CV and evaluate models based on their macro F1 score (where each label is weighted with
equal importance). Unlike the binary classifier, since all the coded articles represent inclusions, they are
likely representative of the dataset and are eligible for inclusion in the test sets used in the CV procedure.
All articles with a predicted mean relevance greater or equal to 0.5 for a given label will be determined
relevant for that label. For the variable indicating the type of ORO, if an article is predicted as included but
no type of ORO is identified using the classifier, a label of “Other” will be assigned.

Geoparser for location extraction

To extract location data about each article’s population element, we will follow the approach of 26 to
extract the geographical entity names from each article’s text (title, abstract and keywords) using the
geoparser Mordecai. By using these geographical entity names to query the Natural Earth database35, we
will be able to identify the geographical entity of the smallest resolution and its corresponding spatial
extent.

4. Study mapping and presentation

The R statistical computing environment29,36 will be used to plot the distribution of the evidence base.
The distribution of evidence across the scientific discipline, intervention, study type and outcome

https://www.zotero.org/google-docs/?2O0B5m
https://www.zotero.org/google-docs/?TLcCQW
https://www.zotero.org/google-docs/?59CPqh
https://www.zotero.org/google-docs/?vpUJlv
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categories will be explored through frequency plots, heatmaps visualising the intersection between
multiple factors, geographical maps, and barplots of the number of citations published in a category over
time.

These plots will be used to characterise trends in academic evidence, and inform future research priorities
for OROs. Across the different types of OROs, we will explore publishing trends across the different
developmental stages from design to implementation, and identify knowledge gaps such as under-
represented scientific disciplines, unexplored outcomes or under-researched ecosystems and marine
systems. We also aim to identify knowledge clusters with sufficient information for subsequent
systematic reviews, which will be informed by the distribution of citations across the intervention and
outcome variables, and the proportion of these citations that represent existing systematic evidence
synthesis.

The findings from this map will be summarised through a narrative report accompanied by relevant
tables and figures. All associated code and materials will be uploaded into a Github repository which will
be made publicly available upon the article’s publication.

Troubleshooting

Time Taken

Anticipated Results
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Figure 1

Figure 1. Ocean-related option (ORO) typology. The typology is inspired by 11 and specifies three
hierarchical levels or ORO types. The first level at the centre of the figure encompasses all OROs
considered in this study. These are classified in the second level into three main types based on their
mechanisms of mitigating/adapting to climate change (from left to right): to mitigate climate change by
reducing atmospheric greenhouse gases; to improve the resilience of natural systems; and to improve
societal adaptation. We add a third level specifying ORO types which are unique to different types of
interventions included within each mechanism. The OROs represented in a given search string are
encompassed in light-green dashed lines, which are indexed by numbers corresponding to the search
string name in the figure legend.
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Figure 2

Table 1. Definitions of commonly-used terms.
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Figure 3

Table 2. Definitions of primary research question elements. For more in-depth definitions on specific
terms which are underlined, cf. Table 1.
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Figure 4

Table 3. Summary of the comprehensiveness and specificity of each substring. For the full data
supporting this summary, cf. Additional File 2. The total number of test list articles is 94.
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Figure 5

Table 4. Numbers of articles retrieved from each search string and bibliographic source database. For a
tabulation of the number of duplicates between strings, see sheet “Co-mentions” in Additional File 2.
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